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A B S T R A C T

Developing automatic diagnostic tools for the early detection of skin cancer lesions in dermoscopic images can help to reduce melanoma-induced mortality. Image segmentation is a key step in the automated skin lesion diagnosis pipeline. In this paper, a fast and fully-automatic algorithm for skin lesion segmentation in dermoscopic images is presented. Delaunay Triangulation is used to extract a binary mask of the lesion region, without the need of any training stage. A quantitative experimental evaluation has been conducted on a publicly available database, by taking into account six well-known state-of-the-art segmentation methods for comparison. The results of the experimental analysis demonstrate that the proposed approach is highly accurate when dealing with benign lesions, while the segmentation accuracy significantly decreases when melanoma images are processed. This behavior led us to consider geometrical and color features extracted from the binary masks generated by our algorithm for classification, achieving promising results for melanoma detection.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Melanoma is one of the most aggressive tumors in humans [1] and it can be lethal, if not diagnosed on time. The incidence of melanoma among all dermatologic cancers is 4%, while melanoma-induced mortality accounts for about 80% of deaths from skin cancer; only 14% of patients with metastatic melanoma survive for five years [2]. Moreover, malignant melanoma has a cure rate of more than 95% if detected at an early stage [3]. The above statistics demonstrate that there is a urgent need to develop innovative strategies able to increase the diagnostic accuracy and to help dermatologists making early diagnosis. Indeed, given the current lack of effective therapeutic approaches, the early diagnosis is the main way to achieve a real impact on mortality from melanoma.

Novel approaches are being developed to help early diagnosis according to bio-physics analyses [4], molecular targets identifications [5], and novel image analysis criteria [6,7]. In particular, the development of robust and reliable image analysis tools can reduce the number of presumptive diagnoses that have to be confirmed histologically on skin biopsy. Dermoscopy is one of the most important tool in the early diagnosis of melanoma. Dermoscopic images are obtained by combining optical magnification with either cross-polarized lighting or liquid immersion, with a low angle-of-incidence lighting. The use of dermoscopy gives a magnification of the images of the nevus lesions and it allows for the analysis of particular characteristics of the lesion, including symmetry, size, borders, presence and distribution of color features.

The typical computer-aided diagnosis (CAD) pipeline for automated skin lesion diagnosis (ASLD) from digital dermoscopic images can be subdivided into the following steps [8]:

1. Image acquisition;
2. Noise and artifact filtering;
3. Lesion segmentation;
4. Feature extraction;
5. Classification.

The lesion segmentation step is fundamental in order to increase the effectiveness of the subsequent steps, since it strongly affects the results of the whole pipeline [9]. Indeed, an accurate segmentation allows for deriving border structure information, such as the asymmetry and the irregularity of the lesion area, which are
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essential for a correct presumptive diagnosis. Furthermore, important clinical features like blue-white areas, atypical pigment networks, and globules can be automatically extracted only when the accuracy of the detected lesion border is high [10]. However, the great variety of lesion shapes, size and colors, the different skin types and textures, as well as the possible presence of hair and air/oil bubbles make segmentation a hard task (three examples of typical challenges are shown in Fig. 1).

In this paper, we describe a fully-automatic lesion segmentation method, able to process dermoscopic images even when reflections, oil bubbles, hairs or other imperfections are present, extending the work presented in [13]. The proposed algorithm, called ASLM, does not require any training stage and comprises four steps: (i) artifact removal; (ii) skin detection and (iii) lesion segmentation, which generate two different images containing the detected lesion region; and (iv) a final stage where a binary mask is obtained by merging those images. In particular, ASLM is designed to be sensitive with respect to images containing irregular borders, multiple shades of pigmentation, and varying texture. This is demonstrated by experimental results, carried out on the publicly available PH2 database [11,12], showing that the accuracy of the segmentation by ASLM is extremely high when dealing with benign lesions (common and atypical nevi), while the precision of the segmentation results significantly decreases when malignant lesions (melanoma) are analyzed. This behavior led us to consider the use of the binary masks generated by ASLM as input for a classification stage. The results for melanoma detection, obtained by considering only three geometrical features and three 16-bin color histograms, achieved 93.5% sensitivity and 87.1% specificity on a set of 200 dermoscopic images, demonstrating that ASLM can be a suitable tool for the development of CAD support systems for the early detection of malignant lesions.

The remainder of the paper is organized as follows. Related work is discussed in Section 2, while the details of the proposed skin lesion segmentation method are presented in Section 3. The description of the data set used for the experiments as well as a quantitative comparison of our method with six well-known segmentation algorithms are given in Section 4. Melanoma detection is discussed in Section 5 and conclusions are drawn in Section 6.

2. Related work

Automatic segmentation in dermoscopic images presents many difficulties related to the possible presence of hair, specular reflections, multiple colored lesion, low contrast between the lesion area and the surrounding skin, irregular and fuzzy lesion borders, and artifacts such as skin lines, blood vessels and air bubbles caused by dermoscopic gel [14]. Several segmentation algorithms have been proposed in the literature to deal with the problem of accurately segmenting skin lesion images and two surveys in this field have been realized by Celebi et al. [14,15]. According to Xie and Bovick [9] and to Silveira et al. [16], existing approaches can be grouped into three main categories:

Thresholding methods. Approaches in this category aim at comparing visual feature values for single or group of pixels in the dermoscopic image with threshold values (e.g., a pixel is labeled as a lesion point if it is darker than a given color threshold value). The output of the thresholding process is a binary image, which can be further processed to filter out outliers, to fill small holes, or to select the largest connected component. Examples of thresholding methods are adaptive thresholding [17], histogram thresholding [18], and clustering. In particular, a clustering-based segmentation method for dermoscopy images is described in [19], where $K$-means++ (KPP), a variant of the standard $K$-means algorithm with random seeding, is used.

Different thresholding methods can be combined together. In [20], pixel-based and region-based methods are used in combination with a region-growing approach for automatically extracting the lesion area. In [10], the results generated by an ensemble of different thresholding methods are fused together, thus obtaining a final mask that exploits the peculiarities of each specific method. In particular, four techniques are considered for constructing the ensemble: fuzzy similarity, maximum entropy, minimum error thresholding, and Otsu’s clustering.

Thresholding methods performs well if there is a high contrast between the lesion area and the surrounding skin region, otherwise the segmentation accuracy can decrease. Moreover, thresholding methods can fail when processing images with significant amount of hair or air/oil bubbles [10].

Edge and contour-based methods. Algorithms in this group aim at identifying the discontinuities (i.e., the edges) in the dermoscopic images to detect the lesion borders. For example, an active contour method, which is based on gradient vector flow (GVF) snakes for contour extraction, is described in [21]. An extension of GVF based on mean shift (MSGVF) is proposed in [22]. Two contour based methods are applied to skin lesion images in [16], namely adaptive snake and active contour by level set. In the adaptive snake algorithm, detailed in [23], edge points are first grouped in strokes and then each stroke is classified as valid or not. A confidence level is associated to each stroke and the Expectation-Maximization (EM) algorithm is used to update the confidence levels and to estimate the object contour. The active contour by level set method, illustrated in [24], creates a model of the contour that does not exploit any edge detection function to stop the evolving curve on the boundary, but uses instead a stopping term based on Mumford-Shah segmentation techniques.

Edge and contour-based methods usually fail in the presence of hair or air bubbles and if the transition between the lesion and the surrounding skin is smooth.

Region-based methods. This category includes algorithms working at a global image level. The basic assumption is that the image in input contains always two different regions: lesion and skin.
A method called JSEG [25], based on color quantization and spatial segmentation, has been applied to skin lesion images in [8]. JSEG uses J-images, corresponding to measurements of local homogeneities at different scales, to find potential boundary locations. The final segmentation is obtained by growing regions from seed areas of the J-images. Statistical region merging (SRM) [26] is used in [27]. SRM treats the image as an observed instance of an unknown theoretical image, whose statistical regions are to be reconstructed.

Region-based algorithms are prone to over-segmentation when the skin or lesion regions are textured or when the interior of the lesion exhibit multi-colored areas.

From the analysis of the literature it can be noted that:

- Existing solutions are reliable only when the dermoscopic image shows a high contrast between the lesion area and the surrounding skin region, the color intensity values inside the lesion area are uniform, and no artifacts are present. As an example, region-based algorithms, like JSEG, tends to over-segment the lesion area.
- Segmentation results are in most cases obtained by using data sets that are not publicly available, thus making it difficult to perform a quantitative comparison with related work.

In this paper, a novel region-based, fully-automatic, and fast segmentation algorithm for skin lesion segmentation is presented. The proposed method can deal with the presence of hair, reflections, air/oil bubbles and it has been experimentally validated on a publicly available database of dermoscopic images. As a difference with previous work, we compute two parallel processes of skin detection and lesion segmentation and then merge the results, thus obtaining an accurate representation of the lesion area. The functional architecture of our approach is described in the next section along with the details of the four main functions, i.e., noise removal, skin detection, lesion segmentation, and merging.

3. Skin lesion segmentation

Given a dermoscopic image (Fig. 2a), the goal of the skin lesion segmentation process is to generate a binary mask providing an accurate separation between the lesion area and the surrounding healthy skin (Fig. 2b). The mask can be used for extracting information about the lesion border.

We propose an approach called ASLM that is shown in Fig. 3 and is structured in four steps:

1. Artifact removal and image equalization;
2. Skin detection;
3. Lesion segmentation;

In the first step, outliers are removed by morphological closing and the image contrast is enhanced by equalization. Then, two segmentation processes (steps 2 and 3) are carried out in parallel, yielding two different images. The first one is built by detecting the skin region and then filtering it out. The second image is created by applying edge detection and Delaunay Triangulation. In the final step, the final lesion area is extracted by combining the two images generated in steps 2 and 3.

As shown in Fig. 3, the dermoscopic image I in input is processed to remove artifacts (e.g., hair) and then equalized to produce an image E, which represents the input for both the skin detection and the lesion segmentation modules. The former generates an image S (called skin image) by using a color thresholding mechanism, while the latter uses the Delaunay Triangulation to create an image L (called lesion image), which contains the different color regions in E. During the merging step, S and L are analyzed for possibly fusing adjacent regions, obtaining the final binary image B. The details about the above-sketched steps are given in the rest of this section.

It is possible to test ASLM on-line by uploading any dermoscopic image through the web service available at: http://www.dis.uniroma1.it/pennisi/skin_lesion_segmentation.

3.1. Artifact removal and image equalization

The RGB dermoscopic image I in input is processed through a morphological transformation in order to remove hair, thus obtaining a new RGB image F (called filtered image). The morphological transformation aims at removing the outlier pixels that can be introduced in the image acquisition phase, while preserving the visual properties of the lesion region.

In particular, F is the result of a closing operation with an 11 × 11 kernel having each element €\_i = 1. The size of the kernel has been selected with the following considerations. Given that the diameter of a hair varies from 17 to 180 μm [28] and the PH\textsuperscript{2} image size is 768 × 574 pixels, it follows that the average diameter of a hair in a
PH image corresponds to about 5 pixels. Thus, by using a 11 × 11 kernel, it is possible to close the pixels of the hair with the pixels of its surrounding area and to preserve the shape of the lesion. The closing operation is performed on the three RGB color channels of I separately.

The artifact removal process tends to highlight reflections and air/oil bubbles in the image, but this does not influence the final mask (see Fig. 4). The filtered image F, coming from the artifact removal phase, is processed to get an equalized image E. The equalization step, performed by applying the OpenCV function 

\textit{equalizeHist} on the Y channel, helps in highlighting the lesion borders and in obtaining a more accurate output, since the color difference between the lesion area and the surrounding skin are stressed (see Fig. 5). As a demonstration of the importance of equalization for ASLM, an example where the binary masks generated with and without equalization are compared is shown in Fig. 6. The mask generated by using equalization has a higher segmentation accuracy. The image E is used as input for both the parallel processes of skin detection and lesion segmentation.

### 3.2. Skin detection

After equalization, pixels belonging to the skin are identified. A number of methods for skin segmentation in color images are available in the literature. The simplest methods define boundaries in the chosen color space for identifying skin clusters. The main advantage of such methods is that they do not require a training phase. However, it is difficult to define the boundaries that give good results by considering a single color space only [29]. For such a reason, in our ASLM algorithm, we adopt a combination of multiple color spaces.

#### Algorithm 1. Skin detection

```
Input: RGB equalized image E;
thresholds: \( th_{cb} = 127 \), \( th_{cr} = 145 \), \( th_h = 160 \), \( th_v = 15 \)
Output: HSV image S
Data structures: YCrCb images E’ and T; HSV images Z and N

\[
E' \leftarrow \text{RGBtoYCrCb}(E)
\]
initialize \( \forall i, j \) \( T(i,j) = <0,0,0> \)
foreach \( \forall y, cr, cb > \) pixel \( E'(i,j) \) do
\[ \text{if } (cr > th_{cr}) \land (cb > th_{cb}) \text{ then} \]
\[ T(i,j) \leftarrow y, cr, cb > \]
Z \( \leftarrow \text{YCrCbtoHSV}(T) \)
foreach \( \forall h, s, v > \) pixel \( Z(i,j) \) do
\[ h' \leftarrow h/(h + s + v) \]
\[ s' \leftarrow s/(h + s + v) \]
\[ v' \leftarrow v/(h + s + v) \]
\[ N(i,j) \leftarrow h', s', v' > \]
initialize \( \forall i, j \) \( S(i,j) = <0,0,0> \)
foreach \( \forall h, s, v > \) pixel \( N(i,j) \) do
\[ \text{if } (h < th_h) \land (v < th_v) \text{ then} \]
\[ S(i,j) \leftarrow h, s, v > \]
```

The main steps in the skin detection process are shown in Fig. 7, while Algorithm 1 provides the details. E is converted into the YCrCb color space and the skin region is detected by using a thresholding on the luminance and chrominance values, producing an image T. YCrCb has been chosen for two reasons: (1) it is good for skin detection through thresholding [29] and (2) the luminance component does not influence skin segmentation in YCrCb [30].

However, considering the YCrCb color space only is not sufficient for obtaining accurate results, since illumination variations and shadows can generate false positive detections. This is why T is converted into the HSV color space and then normalized to form a new image N. Subsequently, N is further filtered by applying a second thresholding, this time on the HSV values, thus obtaining an HSV image S, which contains the lesion area only, with the skin region filtered out. The YCrCb and HSV threshold values can be predefined depending on the skin type of the analyzed images. The threshold values used in ASLM are \( t_{h_y} = 127 \), \( t_{h_c} = 145 \), \( t_{h_h} = 160 \), and \( t_{h_l} = 15 \), which are suitable for skin colors varying from white to cream white.

3.3. Lesion segmentation

Algorithm 2: Lesion segmentation

\[
\text{Input: RGB equalized image } E; \\
\text{thresholds: } \sigma = 5, \text{min} \_ \text{canny} \_ 1 = 0.03, \text{max} \_ \text{canny} \_ 1 = 2.0, \omega = 0.5 \\
\text{Output: HSV image } L \\
\text{Data structures: RGB image } Q; \text{grayscale image } G; \text{binary image } C; \text{set of } \text{triangles } < x, y, z > D; \text{set of tuples } < a, l, x, y, z > R \\
Q \leftarrow \text{GaussianBlurring}(E, \sigma) \\
G \leftarrow \text{RGBtoGray}(Q) \\
C \leftarrow \text{CannyEdgeDetection}(G, \text{min} \_ \text{canny} \_ 1, \text{max} \_ \text{canny} \_ 1) \\
D \leftarrow \text{DelaunayTriangulation}(C) \\
\text{initialize } \forall i, j, L(i, j) = 0, 0, 0 >; l = 0 \\
\text{foreach triangle } t : < x, y, z > \in D \text{ do } \\
\quad a = \frac{1}{n} \sum_{p=1}^{n} (h_p + s_p + v_p) \text{ where } p \text{ is an HSV pixel } \in t \text{ with values } (h_p, s_p, v_p) \\
\quad \text{and } n \text{ is the total number of pixels in } t \\
\quad R \leftarrow R \cup < a, l, x, y, z > \\
\quad l \leftarrow l + 1 \\
\text{foreach pair of adjacent tuples } r_1 : < a_1, l_1, x_1, y_1, z_1 > \quad \text{and } \quad r_2 : < a_2, l_2, x_2, y_2, z_2 > \in R \text{ do } \\
\quad \text{if } (|a_1 - a_2| \leq \omega) \text{ then } \\
\quad \quad l_2 \leftarrow l_1 \\
\]

The process of extracting the contours of the lesion area is shown in Algorithm 2. It is derived from the method proposed in [31] and comprises four main steps (see Fig. 8).

The image \( E \) is filtered along the Red, Green and Blue channels separately by a Gaussian blur filter with a kernel size \( \sigma = 5 \). The resulting images are merged to create a new RGB image \( Q \), which is a blurred version of \( E \). Then, \( Q \) is converted to grayscale and the edge detection procedure begins with a Canny edge extraction, which leads to the creation of a grayscale image \( C \) containing the intensity edges in \( Q \). The two parameters \( \text{min} \_ \text{canny} \_ 1 \) and \( \text{max} \_ \text{canny} \_ 1 \) in the Canny algorithm have been set to the values 0.03 and 2.0 respectively, in order to focus on short edges in the input image. The detected edges are then vectorized into connected line segments — generated as described in [32] — and passed as input for the Delaunay Triangulation procedure, which computes a triangular tessellation of the image.

The Delaunay Triangulation of a point set \( \mathcal{P} \) is characterized by the empty circumdisk property: no point in \( \mathcal{P} \) lies in the interior of any triangle's circumdisk.

![Fig. 5. Image equalization process](https://example.com/fig5.png)

Fig. 5. Image equalization process. (a) Input image and the corresponding luminance spectrum before equalization. (b) Equalized image: the luminance spectrum is modified.
**Definition.** [33] In the context of the finite point set \( \mathcal{P} \), a triangle is Delaunay if its vertices are in \( \mathcal{P} \) and its open circumdisk is empty (i.e., it contains no point in \( \mathcal{P} \)). It is worth noting that any number of points in \( \mathcal{P} \) can lie on a Delaunay triangle's circumcircle. An edge is Delaunay if its vertices are in \( \mathcal{P} \) and it has at least one empty open circumdisk. A Delaunay Triangulation of \( \mathcal{P} \), denoted Del \( \mathcal{P} \), is a triangulation of \( \mathcal{P} \) in which every triangle is Delaunay.

The connected line segments are passed as input to the Delaunay function of the CGAL\(^2\) library, in order to carry out the triangulation. The nodes of the planar triangular graph obtained from the triangulation represent the set of triangles, while the edges indicate

---

[33] Reference number.

\(^2\) http://www.cgal.org.
adjacency relations between them, i.e., there is an edge between two nearby triangles. Deriving a triangular graph from an edge map has two remarkable properties [34]:

1. The triangle boundaries conform to the extracted edges by construction;
2. The tessellation naturally adapts to the content in the images.

This means that large triangles are produced in homogeneous regions of the image, where few edges are detected, while small triangles are generated in the regions where the number of edges is high.

The triangular graph is segmented by using a Region Association procedure, which iteratively finds and associates the two regions with the lowest normalized boundary cost, by considering a predefined association threshold $\omega$. In particular, each of the triangles in the graph is considered in turn, by calculating the average HSV color of all the pixels that lie within its circumcircle: if a pair of triangles have a similar HSV value, then they are fused to obtain a new geometric figure. The output of the fusion process between two or more triangles is a polygon made by the union of the fused similar triangles (see the example in Fig. 9). The value for the association threshold $\omega$ has been set to 0.5, after measuring the segmentation accuracy on a set of 30 randomly selected samples (10 common, 10 atypical, and 10 melanoma) from PH2, with $\omega$ varying within the range [0.2,0.9] (see Fig. 10).

The C++ source code for the image segmentation procedure is available on-line at: http://www.dis.uniroma1.it/ pennisi/fhis.html.

### 3.4. Merging

The final step in the ASLM method concerns merging the results generated by the two parallel processes of skin detection and lesion segmentation (see Algorithm 3). The idea is that a correctly extracted lesion blob from a binary mask can be circumscribed by a circle with a diameter equal to the major axis of the detected blob. First, the merging procedure detects if one (or more lesion areas) is (are) present in each image $S$ and $L$. To this end, $S$ and $L$ are converted into binary images (called $S_B$ and $L_B$, respectively) by assigning the value 255 to the pixels having color values different from the HSV value $(0,0,0)$. In the presence of multiple lesion areas, only the biggest blob is considered.

**Algorithm 3.** Merging

**Input:** HSV images $S$ and $L$; thresholds: inverse ratio resolution $d_p = 1.0$, minimum distance between detected centers $\min_{\text{dist}} = 90$, Canny thresholds $\min_{\text{canny}} = 10$ and $\max_{\text{canny}} = 255$

**Output:** binary image $B$

**Data structures:** Binary images $S_B$ and $L_B$; number of detected circles $n_S$ and $n_L$

1. $S_B \leftarrow \text{HSV2Binary}(S)$
2. $L_B \leftarrow \text{HSV2Binary}(L)$
3. $n_S \leftarrow \text{HoughCircles}(S_B, d_p, \min_{\text{dist}}, \min_{\text{canny}}, \max_{\text{canny}})$
4. $n_L \leftarrow \text{HoughCircles}(L_B, d_p, \min_{\text{dist}}, \min_{\text{canny}}, \max_{\text{canny}})$
5. If $n_S \neq 0$ and $n_L \neq 0$ then
   - $B \leftarrow \text{AND}(S_B, L_B)$
   - Else if $n_S \neq 0$ then
     - $B \leftarrow S_B$
   - Else if $n_L \neq 0$ then
     - $B \leftarrow L_B$

---

![Fig. 10. Value for threshold $\omega$. The curve is obtained by measuring the sensitivity on a set of 30 randomly selected images from PH2.](image)

Then, the probabilistic Hough transform is applied to each one of the two images, in order to obtain the number of circles that can be inscribed or circumscribed to the skin lesion area. We adopt the OpenCV function `HoughCircles` with the inverse ratio of resolution $d_p = 1.0$, the minimum distance between detected centers $\min_{\text{dist}} = 90$ pixels, and the thresholds for the internal Canny detector $\min_{\text{canny}} = 10$ and $\max_{\text{canny}} = 255$, which are good parameters to detect long edges.

Three cases are possible:

1. One or more detected circles in $S_B$ and one or more in $L_B$. Then, $B$ is the result of the pixel-wise logical AND of $S_B$ and $L_B$.
2. One or more detected circles in $S_B$, but no detections in $L_B$. Then, $B = S_B$.
3. No detections in $S_B$, but one or more detected circles in $L_B$. Then, $B = L_B$.

**Fig. 11** shows three examples for the merging procedure. The first row illustrates an example where a circle can be detected both in $S_B$ and $L_B$, thus the final image $B$ is the pixel-wise logical AND of $S_B$ and $L_B$. The second row illustrates an example where a circle can be detected both in $S_B$ and $L_B$, but the final image $B$ is the pixel-wise logical OR of $S_B$ and $L_B$. The third row illustrates an example where a circle can be detected only in $L_B$, thus the final image $B$ is the pixel-wise logical NOT of $L_B$.
of the two images. It can happen that the skin detection process generates an $S_B$ image where $HoughCircles$, by using the predefined parameters, cannot find any circle (see the second row). However, since a circle can be detected in the $L_B$ image, then $B = L_B$. The third row shows an example where the final image $B$ corresponds to $S_B$, since no circles can be detected in $L_B$ by applying $HoughCircles$. It is worth noting that, for all the 200 images in the PH$^2$ database, it was always possible to find at least a circle in one of the two images $S_B$ and $L_B$ by using the above listed parameters.

4. Experimental results

The experimental validation for the ASLM method has been conducted on a publicly available database of dermoscopic images, containing ground truth annotations. In such a way, the ASLM performance can be quantitatively compared with other existing skin lesion segmentation algorithms. The aim of this section is to show that (1) ASLM demonstrates good segmentation capacity on dermoscopic images in average; (2) when benign lesions are processed, ASLM has particularly high performance; (3) only when malignant lesion are considered, the segmentation results are less accurate. This behavior is very interesting since, as discussed in Section 5, it can be exploited for melanoma detection.

4.1. Data set description

The PH$^2$ database [11,12] has been realized by the Universidade do Porto, Tecnico Lisboa in collaboration with the Hospital Pedro Hispano in Matosinhos, Portugal. The database is composed of 200 RGB dermoscopic images, with a resolution of 768 $\times$ 574 pixels and a magnification of 20 $\times$, annotated with ground truth data. The 200 images are divided into benign lesions (80 common and 80 dysplastic nevi) and malignant lesions (40 melanomas), with a skin color that varies from white to cream white, i.e., type II and III according to the Fitzpatrick skin type classification scale [35].

For each image, the ground truth data include the following information:

- A ground truth binary image, manually generated by expert dermatologists, containing the skin lesion area;
- Clinical and histological diagnosis;
- Dermoscopic criteria.

In particular, in the provided ground truth binary image, the pixels with value 1 belong to the segmented lesion, while pixels with value 0 correspond to the background. Dermoscopic criteria include asymmetry, colors, pigment network, dots/globules, streaks, regression areas, and blue-whitish veil.

4.2. Qualitative analysis

All the 200 images in the PH$^2$ database have been segmented using ASLM method with the same parameters and can be downloaded at: http://www.dis.uniroma1.it/ pennisi/skin lesion_segmentation/results.zip.

Three examples of application for the ASLM skin lesion segmentation algorithm are shown in Fig. 12: in the first row a common nevus is shown, in the second row an atypical mole, and in the third row a melanoma. It is worth noting that, for the images in the first and second rows of Fig. 12, the binary images obtained by ASLM are: (1) in very good accordance with respect to the corresponding ground truth images in PH$^2$ and (2) the results are not affected by the presence of hair.

A situation where ASLM provides a binary image containing an under-estimated lesion area is shown in the third row of Fig. 12: this is an interesting behavior of ASLM algorithm when dealing with melanoma images, which is discussed in the next section.

4.3. Quantitative analysis

In order to carry out a quantitative evaluation of the ASLM algorithm, we took into account six well-known segmentation methods, namely JSEG, SRM, KPP, K-means, Otsu, and Level Set, which have been already considered for skin lesion images [8,16]. All the above listed approaches have been used for skin lesion segmentation in dermoscopy images and they can be classified according to the categories provided in Section 2.

It is important to underline that, since we were unable to find the original source code, we relied on publicly available third-party implementations of the considered six methods, maintaining the default parameters. This means that the experimental results can change if the original implementations are used. The references to the used implementations are given in Table 1. As a difference with the JSEG, SRM, and KPP lesion segmentation methods reported in the literature, not all the six considered implementations are...
fully-automatic, four of them (i.e., JSEG, SRM, KPP, and K-means) requiring an active interaction with the user to select the regions of interest.

Four different metrics have been selected to calculate the segmentation results: sensitivity, specificity, accuracy, and F-measure. The definitions for the used metrics are given in the following equations, where TP is the number of true positive pixels, FP is the number of false positive pixels, TN is the number of true negative pixels, and FN is the number of false negative pixels (see Fig. 13). The chosen metrics are widely used in the literature to measure the performance of skin lesion segmentation methods [39].

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \tag{1}
\]

\[
\text{Specificity} = 1 - \frac{TN}{TN + FP} \tag{2}
\]

\[
\text{Accuracy} = \frac{TP + TN}{TP + FN + TN + FP} \tag{3}
\]

\[
F\text{-measure} = \frac{1}{n} \sum_{i=1}^{n} \frac{2 \times \text{Prec}_i \times \text{Rec}_i}{\text{Prec}_i + \text{Rec}_i} \tag{4}
\]

where \( n \) is the total number of images and:

\[
\text{Rec}_i(P) = \frac{TP_i}{(TP_i + FN_i)} \quad \text{Prec}_i(P) = \frac{TP_i}{(TP_i + FP_i)}
\]

\[
\text{Rec}_i(N) = \frac{TN_i}{(TN_i + FP_i)} \quad \text{Prec}_i(N) = \frac{TN_i}{(TN_i + FN_i)}
\]

\[
\text{Rec}_i = \frac{((\text{Rec}_i(P) + \text{Rec}_i(N))}{2} \quad \text{Prec}_i = \frac{((\text{Prec}_i(P) + \text{Prec}_i(N))}{2}
\]

Table 2 shows the segmentation results obtained by considering the complete \( \text{PH}^2 \) data set (200 images). ASLM achieves the best performance with respect to the other considered segmentation algorithms on all the used evaluation metrics. Moreover, the only comparable results on accuracy and specificity are obtained by JSEG — we have considered the implementation in [36]. It is important to point out that, in the computation of the experimental measures, JSEG has been used as a semi-automatic method, manually merging, in case of over-segmentation, the correctly detected lesion regions. ASLM is a fully-automatic method and no adjustments to the generated binary mask have been performed.

Since the dermoscopic images in \( \text{PH}^2 \) are labeled according to their medical diagnosis, it is possible to carry out a finer analysis, by considering separately the three diagnostic classes (common nevi, atypical moles, and melanomas). Table 3 shows the segmentation results that are obtained when processing the 80 images of common nevi only. It can be noted that, for the ASLM method, the sensitivity increases from 0.8024 to 0.8717, the accuracy ranges from 0.8966 to 0.9477, and the F-measure becomes 0.8690 from 0.8257.

Table 1
List of the fully-automatic and semi-automatic methods used for the comparison. For each method, the used implementation is cited.

<table>
<thead>
<tr>
<th>Method</th>
<th>Fully-automatic</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>JSEG [36]</td>
<td>No</td>
<td>Region-based</td>
</tr>
<tr>
<td>SRM [37]</td>
<td>No</td>
<td>Region-based</td>
</tr>
<tr>
<td>KPP (MATLAB 2014a)</td>
<td>No</td>
<td>Thresholding</td>
</tr>
<tr>
<td>K-means (OpenCV 2.4)</td>
<td>No</td>
<td>Thresholding</td>
</tr>
<tr>
<td>Otsu (MATLAB 2014a)</td>
<td>Yes</td>
<td>Thresholding</td>
</tr>
<tr>
<td>Level Set [38]</td>
<td>Yes</td>
<td>Contour-based</td>
</tr>
<tr>
<td>ASLM</td>
<td>Yes</td>
<td>Region-based</td>
</tr>
</tbody>
</table>

Table 2
Skin lesion segmentation results on 200 images from the \( \text{PH}^2 \) dermoscopic image database.

<table>
<thead>
<tr>
<th>Method</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>JSEG</td>
<td>0.7108</td>
<td>0.9714</td>
<td>0.8947 ± 0.0176</td>
<td>0.7554</td>
</tr>
<tr>
<td>SRM</td>
<td>0.1035</td>
<td>0.8757</td>
<td>0.6766 ± 0.0346</td>
<td>0.1218</td>
</tr>
<tr>
<td>KPP</td>
<td>0.4147</td>
<td>0.9581</td>
<td>0.7815 ± 0.0356</td>
<td>0.5457</td>
</tr>
<tr>
<td>K-means</td>
<td>0.7291</td>
<td>0.8430</td>
<td>0.8249 ± 0.0107</td>
<td>0.6677</td>
</tr>
<tr>
<td>Otsu</td>
<td>0.5221</td>
<td>0.7064</td>
<td>0.6518 ± 0.0203</td>
<td>0.4293</td>
</tr>
<tr>
<td>Level Set</td>
<td>0.7188</td>
<td>0.8003</td>
<td>0.7842 ± 0.0295</td>
<td>0.6456</td>
</tr>
<tr>
<td>ASLM</td>
<td>0.8024</td>
<td>0.9722</td>
<td>0.8966 ± 0.0276</td>
<td>0.8257</td>
</tr>
</tbody>
</table>
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This means that the ASLM algorithm achieves very good results in segmenting images of common nevi.

The same behavior can be observed by considering the segmentation performance on the 80 images of atypical moles only (see Table 4). In such a case, the ASLM method performs better than the other six considered methods on all the used metrics. In particular, the sensitivity for ASLM method increases from 0.8024 to 0.8640, the accuracy raises from 0.8966 to 0.9271, and F-measures achieves 0.8689 from 0.8257. Thus, even in the case of dysplastic lesions (i.e., atypical moles), which are benign lesions, the ASLM algorithm obtains very good segmentation results.

On the other hand, a strong decrease in the quality of the segmentation results can be observed, on the totality of the used metrics, when only images containing melanomas are processed (see Table 5). In particular, ASLM presents the larger decrease among all the considered methods in the average accuracy, which becomes rather low (i.e., 0.6615) when compared to the accuracy obtained on all the PH² images (i.e., 0.8024 — see Table 2).

Summarizing, ASLM achieves a very high accuracy when dealing with benign lesions, namely common nevi and atypical moles, while the accuracy decreases when melanoma images are processed.

### 4.4. Run-time performance

The average milliseconds (ms) needed by ASLM for generating a single binary image has been measured by considering all the 200 images in the PH² database. The results obtained with three different CPUs are shown in Table 6, demonstrating that the proposed approach can achieve a remarkable speed with commercial CPUs. We used a single-thread C++ implementation and better results can be obtained by adopting a multi-thread version. In particular,

<table>
<thead>
<tr>
<th>Method</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>JSEG</td>
<td>0.6977</td>
<td>0.9783</td>
<td>0.9370 ± 0.0027</td>
<td>0.7265</td>
</tr>
<tr>
<td>SRM</td>
<td>0.0751</td>
<td>0.9332</td>
<td>0.7250 ± 0.0277</td>
<td>0.6011</td>
</tr>
<tr>
<td>KPP</td>
<td>0.3360</td>
<td>0.9566</td>
<td>0.7912 ± 0.0241</td>
<td>0.3901</td>
</tr>
<tr>
<td>Otsu</td>
<td>0.7008</td>
<td>0.8767</td>
<td>0.8466 ± 0.8467</td>
<td>0.6004</td>
</tr>
<tr>
<td>Level Set</td>
<td>0.4777</td>
<td>0.7832</td>
<td>0.6911 ± 0.0193</td>
<td>0.3658</td>
</tr>
<tr>
<td>ASLM</td>
<td>0.8717</td>
<td>0.9760</td>
<td>0.9477 ± 0.0032</td>
<td>0.8690</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>JSEG</td>
<td>0.6746</td>
<td>0.9593</td>
<td>0.7591 ± 0.0456</td>
<td>0.7710</td>
</tr>
<tr>
<td>SRM</td>
<td>0.2234</td>
<td>0.7512</td>
<td>0.4148 ± 0.0366</td>
<td>0.2852</td>
</tr>
<tr>
<td>KPP</td>
<td>0.2648</td>
<td>0.7623</td>
<td>0.4324 ± 0.0336</td>
<td>0.3589</td>
</tr>
<tr>
<td>Otsu</td>
<td>0.5971</td>
<td>0.4870</td>
<td>0.5524 ± 0.0211</td>
<td>0.6064</td>
</tr>
<tr>
<td>Level Set</td>
<td>0.7073</td>
<td>0.7015</td>
<td>0.7249 ± 0.0214</td>
<td>0.7503</td>
</tr>
<tr>
<td>K-means</td>
<td>0.7141</td>
<td>0.7010</td>
<td>0.7313 ± 0.0230</td>
<td>0.7550</td>
</tr>
<tr>
<td>ASLM</td>
<td>0.5404</td>
<td>0.5597</td>
<td>0.6615 ± 0.0506</td>
<td>0.6524</td>
</tr>
</tbody>
</table>
the skin detection and the lesion segmentation processes can be parallelized.

5. Using ASLM binary masks for classification

The analysis of the segmentation results generated by evaluating the three classes of nevi separately leads to the following considerations:

1. For benign lesions (i.e., common and atypical nevi), the average accuracy is rather high (0.9477 and 0.9271, respectively);

2. For malignant lesions (i.e., melanoma images), the accuracy significantly decreases (0.6615).

This means that only in the case of malignant lesions the ASLM algorithm gives less accurate results.

Examples of ASLM under-segmentation results in case of melanoma images are shown in Fig. 14, where images containing streaks, regression areas, and blue-whitish veil are considered. A possible motivation for this behavior can be found in the studies described in [40] and in [41]. In those studies emerge that the presence of light brown structureless areas in atypical melanocytic lesions maybe very useful in differentiating atypical nevi from melanomas. According to [40], particular attention is needed to melanocytic lesions that, over time, reveal a loss of network in favor of structureless areas and exhibit new colors such as dark brown, black, gray, blue, red, and white. Homogeneous areas and light brown structureless regions were the most sensitive and specific epiluminescence microscopy features for thin melanomas [41]. Since the ASLM algorithm is based on a color region merging

<table>
<thead>
<tr>
<th>Table 6</th>
<th>Average computational time per image applying the ASLM algorithm on the whole PH² database.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image size</td>
<td>i3-2370M 4 GB avg. ms</td>
</tr>
<tr>
<td>768 × 574</td>
<td>1990.68</td>
</tr>
</tbody>
</table>

2. For malignant lesions (i.e., melanoma images), the accuracy significantly decreases (0.6615).

This means that only in the case of malignant lesions the ASLM algorithm gives less accurate results.

Examples of ASLM under-segmentation results in case of melanoma images are shown in Fig. 14, where images containing streaks, regression areas, and blue-whitish veil are considered. A possible motivation for this behavior can be found in the studies described in [40] and in [41]). In those studies emerge that the presence of light brown structureless areas in atypical melanocytic lesions maybe very useful in differentiating atypical nevi from melanomas. According to [40], particular attention is needed to melanocytic lesions that, over time, reveal a loss of network in favor of structureless areas and exhibit new colors such as dark brown, black, gray, blue, red, and white. Homogeneous areas and light brown structureless regions were the most sensitive and specific epiluminescence microscopy features for thin melanomas [41]). Since the ASLM algorithm is based on a color region merging

| Fig. 14. ASLM results on PH² melanoma images IMD088 (streaks, regression areas, blue-whitish veil), IMD284 (blue-whitish veil, second row), IMD405 (blue-whitish veil), IMD419 (blue-whitish veil), IMD424 (streaks, blue-whitish veil), and IMD425 (regression areas, blue-whitish veil). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of the article.)
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procedure for computing the segmentation results, it is strongly sensitive to structureless areas and homogeneous regions with a color different from the surrounding one.

5.1. Feature extraction

In order to understand if the binary masks generated by ASLM can be employed for classification purposes, three features have been considered to represent the geometric properties of the detected lesion region:

- **Convex Area**: Scalar that specifies the number of pixel of the convex hull that contains the binary image;
- **Filled Area**: Scalar specifying the number of lesion pixels in the binary image with all holes filled in.
- **Solidity**: Scalar specifying the proportion of the pixels in the convex hull that are also in the region. It is computed as \( \text{Area} / \text{Convex Area} \).

The above listed features have been selected since they can be used to measure the border irregularity. Fig. 15 shows the results obtained by plotting the normalized values of Filled Area against Convex Area for the 200 binary masks. The majority of melanoma images (red circles) deviate from the distribution of the non-melanoma ones (blue triangles). Fig. 16 shows the results obtained by plotting the normalized values of Filled Area against Solidity: non-melanoma samples (blue triangles) are concentrated in the top-left part of the diagram. Fig. 17 shows the results obtained by plotting the normalized values of Solidity against Convex Area, with non-melanoma samples (blue triangles) grouped in the top-left corner.

In addition to the three above described geometrical features, three 16-bin color histograms for each dermoscopic image are computed. The first histogram of 16 bins represents the distribution of the normalized hue (H) values extracted from the original dermoscopic image \( I \) by using the binary image \( B \) as a mask. Each bin \( i, 0 \leq i \leq 15 \), contains the number of pixels from \( I \land B \) in the range \( [16^i, 16^{i+1}] \), normalized with respect to the total number of pixels of \( I \land B \) (see Fig. 18). The second and the third histograms

![Fig. 15](image-url)  
*Fig. 15. Filled Area plotted against Convex Area. Melanoma images are represented as red circles and benign lesion images (common and atypical nevi) as blue triangles. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of the article.)*

![Fig. 16](image-url)  
*Fig. 16. Filled Area plotted against Solidity. Melanoma images are represented as red circles and benign lesion images (common and atypical nevi) as blue triangles. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of the article.)*
contain the values for $V$ and $S$, respectively, calculated in the same way of the $H$ values.

5.2. Classification results

For classifying the binary masks, we decided to train four classifiers: (i) Naïve Bayes, (ii) Adaboost, (iii) $K$-Nearest Neighbors (KNN), and (iv) Random Trees. The classifiers take as input a feature set made of the above listed geometrical and color properties. We selected the aforementioned classifier since they are preferred when the number of images in each class varies.

We tested the proposed classification methods by adopting the implementation provided by Weka [42] and a leave-one-out approach: the classifiers are trained by using all the images except one, which is used for testing. Then, the process is repeated by changing the test image. The parameters of each classifier have been automatically chosen by Weka. The metrics selected for calculating the goodness of the classification process have been: sensitivity, specificity, precision, and $F$-measure. Sensitivity, specificity and $F$-measure have been computed as described in Section 4, while precision, that represents the fraction of retrieved instances that are relevant, has been calculated as follows:

$$\text{Precision} = \frac{TP}{TP + FP}$$  \hspace{1cm} (5)

The obtained results, reported in Table 7, show that by analyzing the binary masks generated by ASLM it is possible to achieve good results in terms of classification. The Adaboost classifier, thanks to the characteristic of combining rough and moderately inaccurate rules of thumb, obtains a sensitivity of about 93.5% and a specificity
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**Fig. 17.** Solidity plotted against Convex Area. Melanoma images are represented as red circles and benign lesion images (common and atypical nevi) as blue triangles. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of the article.)

![Figure 18](image8.png)

**Fig. 18.** Three normalized color histograms are computed in the HSV color space for each image in the data set by using the binary images generated by ASLM as masks. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of the article.)
of 87.1%. This classifier is based on the observation that finding many rough rules of thumb can be easier than finding a single one, thus obtaining a highly accurate classifier. Adaboost classifier is able to correctly recognize 153 over 160 benign lesions and 34 over 40 melanoma images.

The Naive Bayes classifier considers the contribution of each feature as being independent of the correlation probability between the single feature and the rest of the considered features. Moreover, it also achieve good results when the number of images in each class varies. In our case, the classifier can correctly classify 32 over 40 images of malignant lesions, obtaining a sensitivity of 82.5% and a specificity of 80.6%.

The KNN and the RT classifiers are based on the majority vote approach, which is influenced by the distribution of the features. For this reason, the feature distribution influences the classification performance. The KNN classifier correctly classifies 26 over 40 melanoma images, with a sensitivity of 87.5% and a specificity of 70.6%. The RT classifier presents 89.0% sensitivity and 80.4% specificity, with 31 over 40 melanomas correctly recognized.

These preliminary classification results, obtained by considering only three geometrical features (i.e., Convex Area, Filled Area, and Solidity) and three 16-bin color histograms, are promising and allow to consider the use of ASLM as a suitable tool for the development of CAD support systems for melanoma detection.

### 6. Summary and conclusions

In this paper, an automatic skin lesion image segmentation method, designed to deal with multiple types of lesion shapes, size and colors, and the presence of hair and air/oil bubbles, has been presented. The proposed algorithm, called ASLM, is fully-automatic; it does not require any training stage, and it is computationally fast. ASLM uses different parameters to carry out the segmentation, however most of them are related to the size of the images in input and to the considered skin types, thus they can be predefined.

ASLM has been experimentally evaluated on publicly available data from the PH2 dermoscopic image database [11,12], in order to allow a quantitative comparison with other existing segmentation techniques. Furthermore, the source code of our lesion segmentation algorithm is publicly available and we also provide a web service to test ASLM on-line by freely loading dermoscopic images.

The quantitative analysis of the performance of our method has been carried out by considering four different quality metrics. The results demonstrate that ASLM can achieve better accuracy in extracting the portion of the dermoscopic image containing the skin lesion compared to six well-known image segmentation algorithms. Moreover, the ASLM method shows an interesting behavior when applied on the images from the PH2 database: the segmentation results are in very good accordance with ground truth data only when images of benign lesions, namely common and dysplastic nevi, are considered, while the segmentation accuracy decreases considerably when ASLM is applied to images of malignant lesions (i.e., melanomas). This behavior can be explained by the presence in malignant lesion images of streaks, regression areas, and blue-whitish veil. Indeed, the ASLM algorithm is strongly sensitive to structureless areas and homogeneous regions with a color different from the surrounding one and it generates a binary mask that presents a lesion area that is smaller than the actual one.

The particular ASLM characteristic of being sensitive to images containing irregular borders (which is often the case of reticular pattern and atypical network in melanoma images), brown globules/black dots irregularly arranged at the periphery, pseudopods and radial streaming (bumpous and finger-like projections at the edge a lesion), inspired us to use geometrical features of the binary masks generated by ASLM as input for a binary classifier, obtaining promising results. In particular, the classification experiments achieved a sensitivity of 93.5% and a specificity of 87.1% on a set of 200 dermoscopic images with a leave-one-out cross-validation.

Although non-suitable for diagnostic applications, the obtained classification results represent, in our opinion, a relevant starting point to further develop an automated analysis. Furthermore, since the segmentation errors made by ASLM, when dealing with melanoma images, can be visually detected, the ASLM method can be suitable to be used as part of a computer-aided diagnosis (CAD) system.
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