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Abstract—The classical time-invariance assumption is often not (exactly) met in real life applications. As a natural extension of the frequency response function (FRF), the time-variant frequency response function (TV-FRF) provides quick insight into the complex dynamics of time-variant systems. Recently a procedure has been proposed to estimate nonparametrically the TV-FRF from known input, noisy output measurements of time-variant systems operating in open loop. However, in quite some applications feedback is present either due to an explicit control action or due to the interaction between a non-ideal actuator and the system under test. The extension of the open loop approach to noisy input, noisy output measurements of time-variant systems operating in closed loop requires the deconvolution of the time-variant impulse response of the cascade of two time-variant systems. In this paper this non-trivial problem is solved for the details. It emphasizes the practical need to generalise the interaction between the non-ideal actuator and the system (see [21]).

This paper handles multivariate systems with smooth non-periodic time-variant dynamics. They are characterised by the time-variant frequency response function (TV-FRF) introduced in [17], [18]. The TV-FRF (see Section II for a precise definition) gives a lot of insight into the dynamic behaviour of a time-variant system and, hence, it can be used for physical interpretation, and for model selection and model validation purposes in the parametric modelling of the time-variant dynamics.

Since the estimated time-variant dynamics are not valid outside the experiment interval, and since some time-variant experiments are not exactly reproducible (e.g. pit corrosion, thermal drift phenomena, fatigue in biomedical experiments), one could wonder whether it is useful at all to model non-repeatable time-variant dynamics. The answer is yes because it allows one to quantify and distinguish the non-repeatability of the experiment from the time-variation and the noise. Hence, given some prior knowledge about the physical model structure, the physical phenomena involved can be quantified from the time-variant transfer function (e.g. the parameters that influence the pit corrosion of metals). If the time-variation is controlled by (a) known external parameter(s) (e.g. flight flutter, extendible robot arm), then the time-variant experiment is repeatable, and the time-variant model (differential, difference or state space equations with time-dependent (matrix) coefficients) is a first step towards the identification of a linear parameter varying (LPV) model with possible dynamic dependencies on the external parameter(s). An LPV model is valid for other trajectories of the external parameter(s) and, hence, can be used for prediction and control (see, for example, [19]).

In [20] a method is presented to estimate nonparametrically the TV-FRF of single-input, single-output systems with smooth non-periodic time-variant dynamics from measured data. It is assumed (i) that the input is known exactly, and (ii) that the time-variant system operates in open loop. However, in quite some measurement applications a non-ideal actuator (e.g. a voltage source with non-zero output impedance or a current source with finite output impedance) is connected to the system to be measured. This has two important consequences: (i) the true input of the system is unknown, and (ii) a feedback loop is present due to the dynamic interaction between the non-ideal actuator and the system (see [21] for the details). It emphasizes the practical need to generalise the
results of [20] to noisy input, noisy output observations of systems operating in feedback.

In this paper the results of [20] are generalised to noisy input, noisy output measurements of multivariate systems operating in closed loop. To handle this problem a reference signal should be known [22, 23], and the impulse response of the cascade of two time-variant systems should be deconvolved, which is a non-trivial task [24] that has not been solved yet. The main contributions of this paper are the development of an estimation algorithm that tackles the deconvolution issue from measured input-output data for a particular class of time-variant systems, and the associated bias/variance analysis.

The outline of the paper is as follows. First, it is shown that estimating nonparametrically the TV-FRF from a known reference, and noisy input, noisy output observations of a time-variant system operating in closed loop, boils down to a deconvolution problem (Section II). Next, the class of time-variant systems for which the theory applies is defined (Section III). Further, the nonparametric estimation procedure is explained and analysed in detail (Section IV). The proposed approach is illustrated with two simulation examples (Section V) and measurements on an electronic circuit (Section VI). Finally, some conclusions are drawn (Section VII).

II. PROBLEM STATEMENT

Consider the generic class of linear time-variant (LTV) systems for which the $n_y$ outputs $y(t)$ are related to the $n_u$ inputs $u(t)$ by the general convolution integral

$$y(t) = \int_{-\infty}^{+\infty} g(t, \tau) u(\tau) d\tau$$

where $g(t, \tau)$ represents the time-variant impulse response as a function of time $t$ when a Dirac impulse input has been applied at time $\tau$ (see [17], [18]). For causal systems ($g(t, \tau) = 0$ if $t < \tau$) the upper integration bound in (1) is replaced by $t$. In [17], [18] the time-variant transfer function corresponding to a causal $g(t, \tau)$ is defined as

$$G(s, t) = \int_0^\infty g(t, t - \tau) e^{-\tau s} d\tau$$

where the real part of $s$ is chosen large enough to guarantee the existence of the integral. Other definitions exist (see [25], p. 135), however, (2) is the only one which has the following two properties [17], [18]. First, the transient response $y(t)$ to an input $u(t)$ is calculated as

$$y(t) = L^{-1}\{G(s, t) U_0(s)\}$$

with $U_0(s)$ the Laplace transform of $u_0(t)$, and $L^{-1}\{\}$ the inverse Laplace transform operator. Next, the steady state response $y(t)$ to a sinewave input $u(t) = \sin(\omega_0t)$ equals

$$y(t) = |G(j\omega_0, t)| \sin(\omega_0t + \angle G(j\omega_0, t))$$

with $G(j\omega, t)$ the time-variant frequency response function (analytic continuation of (2) evaluated along the $j\omega$-axis). Note that (3) and (4) are natural extensions of the properties of the transfer function of a linear time-invariant system.

The goal is to estimate nonparametrically the time-variant frequency response function (TV-FRF) $G(j\omega, t)$ (2) from noisy input, noisy output observations (see Fig. 1). In the measurement setup of Fig. 1 the number of actuators equals the number of system inputs. Each of the actuators should be driven by a different reference signal; otherwise the system input $u_0(t)$ is not rich enough to uniquely identify the system dynamics. Therefore, in a natural way the sizes of the reference signal $r(t)$ and the input $u_0(t)$ should be the same.

To avoid a bias in the nonparametric estimates, the noisy input, noisy output closed loop problem in Fig. 1 is transformed into two known input, noisy output open loop problems (see Fig. 2) which can be solved using the approach of [20], [26]. However, extracting the plant TV-FRF $G(j\omega, t)$ from the reference to input $G^r_u(j\omega, t)$ and the reference to output $G^r_y(j\omega, t)$ TV-FRFs is a non-trivial task. Indeed, unlike for LTI systems, the time-variant transfer function (TV-TF) of a cascade of LTV systems is not equal to the product of the TV-TFs

$$G^r_y(s, t) \neq G(s, t) G^r_u(s, t)$$

The exact relationship between the three TV-TFs is given by [24]

$$G^r_y(s, t) = L_p^{-1}\{G(s + p, t) G^r_u(s, p)\}$$

with $G^r_u(s, p)$ the Laplace transform of $G^r_u(s, t)$ w.r.t. the time $t$, and $L_p^{-1}\{\}$ the inverse Laplace transform operator acting on the variable $p$. In Section IV we will unravel $G(s, t)$ from (6) for the class of LTV systems defined in Section III.

Note that the time-variant plant might be unstable ($G(s, t)$ has poles in the right half plane) so long as it operates in a stabilising feedback loop.

III. CLASS OF LTV SYSTEMS CONSIDERED

As already mentioned in the introduction we consider LTV systems with $n_u$ inputs and $n_y$ outputs whose time-variant dynamics are a smooth function of time. For such systems the $n_y \times n_u$ TV-TF (2) can be expanded in series as
A. Direct Model

without any loss in generality we can impose the true input to and output signals are connected via the time-variant plant transfer function \( G(s, t) \).

\[
G(s, t) = \sum_{m=0}^{\infty} G_m(s) f_m(t) \quad \text{for } t \in [0, T] \tag{7}
\]

with \( f_m(t) \), \( m = 0, 1, \ldots \), a complete set of basis functions over \([0, T]\) (e.g. polynomials); \( T \) the observation time; and where \( G_m(s) \), \( m = 0, 1, \ldots \), are the \( n_y \times n_u \) matrix coefficients of the series expansion. Without any loss in generality we can impose the following constraints on the basis functions

\[
f_0(t) = 1 \quad \text{and} \quad \frac{1}{T} \int_0^T f_m(t) \, dt = 0 \quad \text{for } m > 0 \tag{8}
\]

A. Direct Model

Since (7) contains infinitely many transfer functions \( G_m(s) \), \( m = 0, 1, \ldots \), of LTI systems, it is not suitable for nonparametric estimation. Therefore, the class of LTV systems is restricted to those systems for which the series (7) can be reduced to a finite sum

\[
G(s, t) = \sum_{m=0}^{N_b} G_m(s) f_m(t) \quad \text{for } t \in [0, T] \tag{9}
\]

Assumption 1 (Class of input-output LTV systems): The time-variant transfer function \( G(s, t) \) (2) can be written under the form (9) with \( f_m(t) = l_m(2t/T - 1) \); and where \( l_m(x), x \in [-1, 1] \), are Legendre polynomials of degree \( m \).

Note that the basis functions \( l_m(2t/T - 1) \) satisfy the constraints (8) [27]. Moreover, the Legendre polynomials \( l_p(x) \) are orthogonal over the interval \([-1, 1]\) [27] and, therefore, guarantee the good numerical stability of the nonparametric TV-FRF estimates [20], [26].

Under Assumption 1, the response \( y_0(t) \) of an LTV system to an input \( u_0(t) \) is given by

\[
y_0(t) = \sum_{m=0}^{N_b} L_s^{-1} \{ G_m(s) U_0(s) \} f_m(t) \tag{10}
\]

(proof: combine (3) and (9)). It shows that the response can be written as the sum of the responses of \( N_b + 1 \) LTI systems \( G_m(s) \), \( m = 0, 1, \ldots, N_b \), weighted with the basis functions \( f_m(t) \). Eq. (10) is called the direct model of the LTV system and Fig. 3 shows the corresponding block diagram.

Note also that (10) resembles the response of a linear parameter-varying system for a particular trajectory of the scheduling parameter when it is modelled using a finite set of orthonormal basis functions (see [28], eq. (2)). The major difference between the orthonormal basis function expansion and the direct model (10) is the parametrisation: (i) the \( G_m(s) \) dynamics are unknown and should be estimated nonparametrically from the data while the orthonormal basis functions modelling the dynamics are given, and (ii) the basis functions \( f_m(t) \) modelling the time-variation are given while the parameter dependent coefficient functions of the orthonormal basis function expansion modelling the time-variation are estimated parametrically from the data.

B. Indirect Model

In [26] it has been shown that the block diagram in Fig. 3 is equivalent to the block diagram in Fig. 4. The latter is called the indirect model of the LTV system and its response is calculated as

\[
y_0(t) = \sum_{m=0}^{N_b} L_s^{-1} \{ H_m(s) U_m(s) \} \tag{11}
\]

where \( U_m(s) \) is the Laplace transform of \( u_m(t) = u_0(t) f_m(t) \). Since the inputs \( u_m(t) \) of the LTI systems in Fig. 4 are linearly independent (the basis functions \( f_m(t) \) are linearly independent) and since they are known if \( u_0(t) \) is known, the transfer function matrices \( H_m(s) \) can be estimated using standard LTI techniques (see [26]). The \( G_m(s) \) transfer function matrices are then recovered from \( H_m(s) \) as

\[
G_m(s) = H_m(s) + \frac{2}{T} (2m + 1) \sum_{i=0}^{\frac{N_b-m}{2}} H_{2i+1+m}^{(1)}(s) + \frac{4}{T^2} \sum_{i=1}^{\frac{N_b-m}{2}} \beta_{2i,m} H_{2i+m}^{(2)}(s) + O(T^{-3}) \tag{12}
\]

with \( H_m^{(n)}(s) \) the \( n \)th order derivative of \( H_m(s) \) w.r.t. \( s \), \([x]\) the largest integer smaller than or equal to \( x \), and \( \beta_{2i,m} \) coefficients defined as
on the higher order (> 2) derivatives of the HO calculated because they are of the same order of magnitude as the (see [26] for the details). These higher order derivatives are not estimated as explained (Section IV-C).

\[ \beta_{2i,m} = \gamma_m + \delta_m (i - 1) + \mu_m (i - 1)^2 \]  
\[ \gamma_m = 1.5 + 4m + 2m^2 \]
\[ \delta_m = 2.5 + 6m + 2m^2 \]
\[ \mu_m = 1 + 2m \]  \hspace{1cm} (13)

Figure 4. Indirect input-output model of the class of LTV systems considered. \( u_m(t), y_0(t) \) and \( H_m(s) \), \( m = 0, 1, \ldots, N_b \), have the size \( n_u \times 1, n_y \times 1 \) and \( n_y \times n_u \) respectively.

C. Discussion

One might wonder how general the direct model (9) is. First, the direct model has successfully been applied to real life systems where the finite series condition (9) has not been imposed. See, for example, [7], [26], and [31] for measurements on time-varying electronic circuits; [8] for myocardial electrical impedance measurements; and [32] for measurements on an XY-table. Next, although one cannot show theoretically that the approximation error of (9) is always insignificant, one can in practice increase \( N_b \) such that the remaining approximation error is “small enough” or below the noise level. The estimation procedure described in Section IV quantifies the remaining approximation error. This is illustrated in Section V-B by simulations on a time-variant system operating in closed loop and described by time-variant state space equations.

IV. Nonparametric Estimation of the Plant TV-FRF

This section handles the nonparametric estimation of the \( n_y \times n_u \) TV-FRF \( G(j\omega, t) \) from noisy input, noisy output observations of the plant operating in open or closed loop (Fig. 1). First, the basic idea of the proposed estimation procedure is explained (Section IV-A). Solving the deconvolution problem (6) is the non-trivial part of this procedure. Therefore, the key steps of the proposed deconvolution algorithm are discussed in detail in Section IV-B. Finally, the stochastic properties (bias, variance) of the nonparametric TV-FRF estimates are analyzed (Section IV-C).

Figure 5. The indirect model from reference \( r(t) \) to output \( y_0(t) \) (top block diagram) written as the cascade of the indirect models from reference \( r(t) \) to input \( u_0(t) \) and from input \( u_0(t) \) to output \( y_0(t) \) (bottom block diagram). \( r(t), u_0(t), y_0(t), H_m(s), m = 0, 1, \ldots, N_b \), \( H_m^{(s)}(j\omega, t), i = 0, 1, \ldots, N_b \), and \( H_n(s), n = 0, 1, \ldots, N_b \), have size \( n_u \times 1, n_u \times 1, n_y \times 1, n_y \times n_u, n_y \times n_u \) and \( n_y \times n_u \) respectively.

Figure 6. General parallel branch of the block diagram obtained by shifting the indirect input-output model in Fig. 5 backward into the indirect reference to input model.

A. Basic Idea

The proposed estimation algorithm is basically a 2-step procedure. In step 1, following the same lines of [22], [23], the noisy input, noisy output closed loop problem is transformed into a known input, noisy output open loop problem for which a solution exists [26]. Therefore, the TV-FRF \( G^{rz}(j\omega, t) \) from reference \( r(t) \) to plant input and output simultaneously \( z(t) = [y^T(t) \ v^T(t)]^T \)

\[ G^{rz}(j\omega, t) = \begin{bmatrix} G^{ry}(j\omega, t) \\ G^{ru}(j\omega, t) \end{bmatrix} \]

is estimated nonparametrically using the known reference and the noisy input, noisy output observations. In step 2, the plant TV-FRF \( G(j\omega, t) \) is recovered from \( G^{ru}(j\omega, t) \) and \( G^{ry}(j\omega, t) \) via (6). This is a deconvolution problem that is handled in the sequel of this section.

To solve the deconvolution problem (6), the following assumption is made.

Assumption 2 (Class of reference to input-output LTV systems): The time-variant transfer functions from reference to input \( G_{ru}(s, t) \) and from reference to output \( G_{ry}(s, t) \) can be written under the form (9) with \( f_m(t) = l_m(2t/T - 1) \) and where \( l_m(x), x \in [-1, 1] \), are Legendre polynomials of degree \( m \). In addition,
the reference signal \( r(t) \) and the system input \( u_0(t) \) have the same size.

Using Assumptions 1 and 2 and the equivalence between the direct (10) and the indirect (11) models, the indirect model from reference \( r(t) \) to output \( y_0(t) \) (see Fig. 5, top block diagram) can be written as the cascade of the indirect models from reference \( r(t) \) to input \( u_0(t) \) and from input \( u_0(t) \) to output \( y_0(t) \) (see Fig. 5, bottom block diagram). To be compatible, the condition \( N_{by} = N_{by} + N_b \) should be satisfied.

To establish the relationship between the transfer functions \( H^y_{r_m}(s) \), \( H^{yu}_{r_m}(s) \) and \( H_q(s) \) in Fig. 5, the cascade of the indirect models (bottom block diagram) is manipulated to be of the form of the top block diagram. This is done as follows.

First, the input-output indirect model is shifted backward into the reference to input indirect model. The resulting block diagram has \((N_{by} + 1)(N_b + 1)\) parallel branches, one of which is shown in Fig. 6.

Next, the output gain \( f_n(t) \) of the first LTI system in Fig. 6 is moved to the input using the transformation of Fig. 7. The resulting block diagram is of the form of the top block diagram in Fig. 5 but with input gains \( f_m(t)f_n(t) \), \( m = 0, 1, \ldots, N_{by} \) and \( n = 0, 1, \ldots, N_b \).

Further, the products of basis functions \( f_m(t)f_n(t) \) are written as a linear combination of the basis functions \( f_q(t) \), \( q = 0, 1, \ldots, m + n \). The resulting block diagram resembles the top block diagram in Fig. 5 but has multiple branches with the same input gain \( f_q(t) \), \( q = 0, 1, \ldots, m + n \).

The transfer functions of the branches with the same input gain are added and set equal to the transfer function of the corresponding branch in the indirect reference to output model (Fig. 5, top block diagram). This results in a linear set of equations in the unknowns \( H_q(j\omega) \), \( q = 0, 1, \ldots, N_b \), that is solved numerically for each frequency. Using (12), we finally obtain the FRFs \( G_q(j\omega) \), \( q = 0, 1, \ldots, N_b \), of the direct model.

**B. Key Steps of the Deconvolution Algorithm**

The first step of the deconvolution procedure consists in shifting the output gain \( f_n(t) \) of \( H^{yu}_{r_m}(s) \) (see Fig. 6) to the input. Since the direct (Eq. 10) and indirect (Eq. 11) and Fig. 4 models are only defined for \( t \in [0, T] \), the Laplace transform of the windowed signals is used

\[
X(s) = L \{ x(t) \} = \int_0^T x(t) e^{-st} \, dt \quad (14)
\]

in the lemma describing the shifting of the output gain.

**Lemma 1.** (Shifting the output gain to the input) The Laplace transforms \( U_n(s) \) and \( R_m(s) \) of the windowed signals \( u_n(t) \) and \( r_m(t) \) are related as

\[
U_n(s) = L \{ f_n(t) L_s^{-1} \{ H^{yu}_{r_m}(s) R_m(s) \} \} + T_1(s) \quad (15)
\]

with \( R_{m,v}(s) = L \{ r_m(t) f_v(t) \} \), \( \alpha = 2/T \), \( \zeta_i = 2i + 1 \), \( \beta_{2i,m} \) defined in (13), and \( O(\alpha^3) \) a bias term depending on the higher order derivatives of \( H^{yu}_{r_m}(s) \). \( T_1(s) \) and \( T_2(s) \) are smooth functions of \( s \) depending on the difference between the initial \( (t = 0) \) and final \( (t = T) \) conditions of the experiment. At the DFT frequencies \( \omega_k = 2\pi k/N \), with \( N \) the number of time domain samples and \( k = 0, 1, \ldots, N/2 \), \( T_1(j\omega_k) \) and \( T_2(j\omega_k) \) are rational functions of \( j\omega_k \). \( \lfloor x \rfloor \) is the smallest integer larger than or equal to \( x \), and \( \lceil x \rceil \) is the largest integer smaller than or equal to \( x \).

**Proof:** See Appendix A.

Note that formula (16) for shifting the output gain to the input resembles formula (48) of [26] for shifting the input gain to the
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output: $\alpha$ is replaced by $-\alpha$, and the role of the direct and indirect models is interchanged.

Fig. 7 shows the block diagram corresponding to (15) and (16). It is exact within an $O(T^{-3})$ bias term that depends on the higher order (>2) derivatives of $H_n^u(\omega)$. In the fourth step of the deconvolution procedure the set of equations (18) is solved for $H_n(\omega)$. This is the deconvolution of the indirect models.

**Theorem 3. (Deconvolution of the indirect models).** Under Assumptions 1 and 2 the dynamics $H_n^u(\omega)$ of the indirect input-output model are the solution of the following linear set of equations

$$(H_n^u(\omega))^T = \sum_{n=0}^{N_b} C_{[i+1,n+1]}(\omega) (H_n(\omega))^T + O(T^{-3})$$

for $i = 0, 1, \ldots, N_b$, with $C_{[i+1,n+1]}(\omega)$ non-zero matrices

$$C_{[i+1,n+1]}(\omega) = \sum_{m=0}^{N_b} C_{0[i+1,m+1,n+1]}(\omega) (H_m^u(\omega))^T + \sum_{m=0}^{N_b} C_{1[i+1,m+1,n+1]}(\omega) (H_m^u(1)(\omega))^T + \sum_{m=0}^{N_b} C_{2[i+1,m+1,n+1]}(\omega) (H_m^u(2)(\omega))^T$$

and where $C_0$, $C_1$ and $C_2$ are defined in, respectively, (17), (19) and (20).

**Proof:** Take for each frequency the matrix transpose of (18) for $i = 0, 1, \ldots, N_b$ and put them on top of each other. This gives for each frequency $N_b+1$ matrix equations of size $n_u \times n_y$ in the $N_b+1$ unknowns $(H_n(\omega))^T$ of size $n_u \times n_y$. Solving this linear set of equations gives the dynamics $H_n(\omega)$ within an $O(T^{-3})$ bias error.

In the last step of the deconvolution procedure the indirect input-output model is transformed into the direct model via (12).

**C. Stochastic Properties**

The stochastic properties are analysed under the following assumption on the disturbing input-output noise.

**Assumption 3:** $m_u(t)$ and $m_y(t)$ in Figure 1 are stationary, (mutually) (un)correlated, filtered white noise disturbances.

In practice the input-output disturbing noise dynamics might be non-stationary. The proposed procedure estimates then an equivalent time-invariant power spectrum of the non-stationary noise signals. Simultaneous nonparametric estimation of the time-variant noise power spectra and the TV-FRF is a very challenging problem that is out of the scope of this paper.

The estimation procedure of Section IV-B has three parameters that should be chosen: the number of time-variant branches $N_b$ and $N_{b_0} = N_{b_0} - N_b$ in the reference to input and reference to output models, and the degree $R$ of the local polynomial approximation used for estimating the indirect model from reference $r(t)$ to plant input and output simultaneously. This is done by a bias due to a too small number of time-variant branches, $N_b$ and $N_{b_0}$ are gradually increased until the estimated dynamics
of the time-variant branches $m > N_{b_1}, N_{b_2}$ are equal to their standard deviation. To avoid bias due to a too low degree $R$ of the local polynomial approximation of the FRFs in the indirect model, $R$ is progressively augmented until the standard deviation of the estimated FRFs no longer decreases.

**Bias:** The bias in the estimated FRFs $\hat{G}_m(j\omega_k)$ of the direct input-output model (10) has five contributions:

1. An $O(T^{-N(R+1)})$ residual bias term of the local polynomial approximation of the FRFs in the indirect models [33], [34].
2. An $O(T^{-3})$ term due to the shifting of the output gain to the input in the deconvolution of the indirect models (see Lemma 1).
3. An $O(T^{-3})$ term introduced by the numerical approximation of $H_m^{ru}(1)(j\omega)$ and $H_m^{ru}(2)(j\omega)$ in (22) via central differences (see [29] for a uniform frequency grid, and [35] and [30] for a non-uniform frequency grid).
4. An $O(T^{-3})$ term introduced by the numerical approximation of $H_n(1)(j\omega)$ and $H_n(2)(j\omega)$ in (12) via central differences.
5. An $O(T^{-3})$ term originating from the transformation of the indirect to the direct model (12).

To verify whether the $O(T^{-2})$ terms in (22) depending on the second order derivatives are significant, the linear set of equations (21) is solved twice, once with the second order derivative terms and once without. The difference between both solutions is then compared to the noise standard deviation of the estimates.

Note that bias contributions no. 2 and 3 originating from the deconvolution of the indirect models are in-existent in the known input, noisy output open loop problem handled in [26]. Note also that the FRFs $G_m(j\omega_k)$ of the direct input-output model (10) can be estimated without the second order derivatives in (12) and (22).

The resulting $O(T^{-2})$ bias error can then be predicted via the contributions of these second order derivatives to $\hat{G}_m(j\omega_k)$.

Using (9) it follows that bias results for the FRFs $\hat{G}_m(j\omega_k)$ are also valid for the estimated TV-FRF $\hat{G}(j\omega_k,t)$.

**Variance:** Under Assumption 3 the local polynomial method [33], [34] used for estimating the indirect model from reference $r(t)$ to plant input and output simultaneously $z(t) = [y^T(t) \ u^T(t)]^T$ also quantifies the covariance matrix of the FRF estimates $H_m^{ru}(j\omega)$, $m = 0, 1, \ldots, N_{b_1}$, $H_i^{ru}(j\omega)$, $i = 0, 1, \ldots, N_{b_2}$ via the squared output residuals of the local polynomial approximation. Linearisation of (21) w.r.t. $H_m^{ru}(j\omega)$ and $H_n(j\omega)$, readily gives the covariance of the FRF estimates $H_m^{ru}(j\omega)$, $n = 0, 1, \ldots, N_{b_2}$. Next, the covariance of the FRFs $\hat{G}_m(j\omega)$ in the direct input-output model (10) follows immediately from (12). Note that in the covariance calculations only the dominant $O(T^0)$ terms are used: the first sum in the right hand side of (22), and the first term in the right hand side of (12).

Finally, the variance of the estimated TV-FRF $\hat{G}(j\omega_k,t)$ is calculated via (9), taking into account the covariance between the estimated FRFs $\hat{G}_m(j\omega_k)$. 

**Undermodelling:** The undermodelling is due to a too small order $R$ of the local polynomial approximation of the FRFs in the indirect models and/or a too small value $N_{b_2}$ in the series expansion of the TV-FRF (9). The $O(T^{-N(R+1)})$ error of the local polynomial approximation (bias contribution no. 1) and the approximation error of (9) result in local bias errors that depend on the random realisation of the reference signal $r(t)$. Hence, both can be handled as being random (w.r.t. the random realisation of the input) and are included in the covariance of $\hat{G}_m(j\omega)$ which is based on the squared output residuals of the local polynomial approximation.

### V. Simulation Examples

Two simulation examples are discussed in this section. In the first example the system satisfies Assumption 1, which allows us to verify the predicted bias and variance properties (see Section IV-C) of the proposed estimation procedure. In the second example the system is described by time-varying state space equations, for which the finite sum (9) is an approximation. It illustrates that by increasing $N_2$ in (9) the approximation error can be made (arbitrarily) small.

**A. Example 1: System Satisfying Assumption 1**

1. **Description Simulation Example:** The configuration of Fig. 1, without the feedback loop and with actuator characteristics equal to $G_r^u(s,t)$, is used as simulation setup. $G_r^u(s,t)$ and $G(s,t)$ satisfy Assumption 1 with, respectively, $N_{b_1} = 2$ and $N_{b_2} = 3$ time-variant branches. $\hat{G}_m(s)$, $m = 1, 2, 3$, are second order Chebyshev filters with a passband ripple of 2 dB and cut-off frequencies of 60 Hz, 70 Hz, and 80 Hz respectively. $G_0(s)$ is the cascade of a fourth order Butterworth filter with a passband ripple of 3 dB and a cut-off frequency of 70 Hz, and a second order Chebyshev filter with a passband ripple of 6 dB and a cut-off frequency of 60 Hz; while $G_m(s)$, $m = 1, 2, 3$, are second order Chebyshev filters with passband ripples and cut-off frequencies of, respectively, 15 dB and 65 Hz, 20 dB and 70 Hz, and 15 dB and 75 Hz. A random phase multisine $r(t)$ is applied to the actuator in Fig. 1.

$$r(t) = A \sum_{k=\text{F}_1}^{\text{F}_2} \sin(2\pi k f_0 t + \phi_k)$$

(23)

with $A$ chosen such that the rms value of $r(t)$ equals 2, $\phi_k$ independent uniformly $[0, 2\pi)$ distributed random variables, $f_0 = f_s/N$ with $f_s = 1$ kHz the sampling frequency and $N$ the number of samples in one signal period, $F_1 = \lfloor 3\text{Hz}/f_0 \rfloor$, and $F_2 = \lceil 100\text{Hz}/f_0 \rceil$. This signal excites the frequency band (3 Hz, 100 Hz) and the response to one signal period is calculated.

To check the bias and variance properties of the proposed deconvolution procedure, simulations without and with disturbing noise are made. An order $R = 4$ and a local bandwidth of 43 excited frequencies are used for the local polynomial approximation in the estimates of the indirect reference to input-output models $H_i^{ru}(j\omega)$.

2. **Results Noiseless Data:** In the noiseless case three simulations are performed with increasing values of the number of samples per period $N = 128 \times 1024, 256 \times 1024, 512 \times 1024$ (for a fixed value of $f_s$, increasing the value of $N$ decreases the speed of the time-variation). For each simulation the direct model is estimated once without ($\hat{G}_m(j\omega)$) and once with ($\hat{\hat{G}}_m(j\omega)$) the second order derivatives in (13) and (22).

The results are shown in Fig. 8. As predicted by the theory (see Section IV-C), per doubling of $N$, the bias decreases with about 12 dB ($2^2$) for $\hat{G}_m(j\omega)$ (grey lines), 18 dB ($2^3$) for $\hat{\hat{G}}_m(j\omega)$ (red lines), and 30 dB ($2^5$) for the bias resulting from the local
polynomial approximation of order \( R = 4 \) in the indirect estimate from reference to input-output (cyan lines, except for the largest value of \( N \) in those frequency bands where the bias is close to the Matlab accuracy of -300 dB).

3) Results Noisy Data: A Monte-Carlo simulation of hundred runs is made with \( N = 128 \times 1024 \). For each run a new random phase realisation of the random phase multisine (23) is generated and the response to one signal period is calculated. Next, zero mean normally distributed noise is added to the true input and output signals. The input noise is white with a standard deviation of 0.003, while the output noise is discrete-time filtered white noise. The output noise filter is a third order discrete-time Chebyshev filter with a passband ripple of 15 dB and a cut-off frequency of 70 Hz, and the driving white noise source of that filter has a standard deviation of 0.015. For each Monte-Carlo run, the direct model and its variance is estimated without the second order derivatives in (13) and (22). Next, the mean value over the hundred estimates of the direct model and its variance is calculated.

From Fig. 9 it can be seen that the estimated standard deviations of the mean FRF estimates (green lines) coincide with the Monte Carlo sample standard deviations of the mean FRF estimates (red lines). Since 37.7\% of the differences between the mean FRF estimates and the true values (grey lines) lie outside the corresponding standard deviations (red lines), no bias can be detected (for circular complex normally distributed noise the theoretical fraction outside the noise standard deviation is 36.8\%; see [36], p. 48).

B. Example 2: System described by Time-Varying State Space Equations

1) Description Simulation Example: The system is described by the following time-varying state space equations

\[
\frac{dx(t)}{dt} = A(t)x(t) + B(t)u_0(t) \tag{24}
\]
\[
y_0(t) = C(t)x(t) \tag{25}
\]
\[
A(t) = A_0 + (A_1 - A_0) t/T \\
B(t) = B_0 + (B_1 - B_0) t/T \\
C(t) = C_0 + (C_1 - C_0) t/T
\]
for \( t \in [0,T] \). \((A_r, B_r, C_r), r = 0, 1,\) are the controller canonical forms of a fourth order transfer function

\[
\frac{s^2 + 2\zeta_0 \frac{s}{\omega_0} + 1}{(s^2 + 2\zeta_1 \frac{s}{\omega_1} + 1)(s^2 + 2\zeta_2 \frac{s}{\omega_2} + 1)}
\]

(26)

with \( \omega_i = 2\pi f_i, i = 0, 1 \) and 2, and where \( f_0 = 13 \) Hz, \( \zeta_0 \approx 0.05, f_1 = 10 \) Hz, \( \zeta_1 \approx 0.35, f_2 = 20 \) Hz, \( \zeta_2 \approx 0.2 \) for \( r = 0, \)

and \( f_0 = 16 \) Hz, \( \zeta_0 \approx 0.05, f_1 = 12 \) Hz, \( \zeta_1 \approx 0.30, f_2 = 22 \) Hz, \( \zeta_2 \approx 0.15 \) for \( r = 1 \).

Equations (24) to (26) mimic a vibrating mechanical structure with time-varying (anti-)resonance frequencies \( f_i \) and damping ratios \( \zeta_i \). Since the true TV-FRF corresponding to (24–26) is unknown, two types of simulations are performed: (i) system (24–26) operating in open loop with \( u_0(t) = r(t) \), and (ii) system (24–26) operating in closed loop with \( u_0(t) = r(t) - y_0(t) \)

(27)

The open loop simulations are handled using the estimation procedure of [26] and the resulting TV-FRF serves as reference value for the closed loop simulations. For all simulations \( r(t) \) is a random phase multisine excitation (23) with \( A = 1, F_1 = 20, F_2 = 6000, \) and \( f_0 = 0.005 \) Hz, and the transient response to one signal period \( (T = 1/f_0) \) under zero initial conditions \( (x(0) = 0) \) is calculated using the ODE45 solver of Matlab\textsuperscript{TM} at the sampling period \( T_s = 1/f_s \) with \( f_s = 300 \) Hz, resulting in \( N = 60000 \) samples. The relative and absolute tolerance of the solver are set to \( 10^{-10} \) and \( 10^{-15} \), respectively. No noise is added to the input-output signals because we want to analyse the approximation error of the finite series expansion (9).

2) Results Identification in Open Loop: Two data sets are generated: an identification data set and a validation data set, which differ in the random phase realisation of the multisine excitation (23). The procedure of [26] is applied to estimate the TV-FRF. First, the indirect input-output model \( \dot{H}_n(j\omega) \) with \( N_b = 9 \) is estimated using an order \( R = 8 \) and a local bandwidth of 199 frequencies for the local polynomial approximation. Next, the estimates \( \hat{G}_m(j\omega_k), m = 0, 1, \ldots, N_b, \) of the direct model (9) are calculated without the second order derivatives. The latter are used to quantify the \( O(T^{-2}) \) bias error of \( \hat{G}_m(j\omega_k) \). Figure 10 shows the corresponding TV-FRF estimate (28)

\[
\hat{G}(j\omega_k, t) = \sum_{m=0}^{N_b} \hat{G}_m(j\omega_k) f_m(t)
\]

(28)

The bias error of (28) has two contributions: (i) the undermodelling \((R \) and/or \( N_b \) are too small) quantified by the covariance of \( \hat{G}_m(j\omega_k) \) (see Section IV-C–Undermodelling) and (ii) the contributions of the second order derivatives in (9) quantified by the bias of \( \hat{G}_m(j\omega_k) \). Both contributions can be calculated resulting in the predicted bias error shown in the bottom right plot of Figure 10. At the borders the predicted relative bias is -98 dB (almost 5 significant digits are correct) while elsewhere the predicted error is below -124 dB (more than 6 significant digits are correct).

Since the true TV-FRF corresponding to the time-varying state space equations (24–26) is unknown, the predicted bias error in Figure 10 cannot be compared to the true bias. Therefore, we indirectly assess the quality of the nonparametric TV-FRF estimate via the simulation error on both the identification and validation data sets. The output of the time-variant system (24–26) is simulated as

\[
\hat{Y}(k) = \sum_{m=0}^{N_b} \text{DFT} \left( \text{IDFT} \left( \hat{G}_m(j\omega_k) U_0(k) \right) f_m(nT_s) \right)
\]

(29)

with \( \hat{G}_m(j\omega_k) \) the nonparametric estimate of the direct model (9),

\[
X(k) = \text{DFT} \left( x(nT_s) \right) = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} x(nT_s) e^{-j2\pi kn/N}
\]

(30)

\[
x(nT_s) = \text{IDFT} \left( X(k) \right) = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} X(k) e^{j2\pi kn/N}
\]

(31)

and where \( U_0(k) \) is the DFT spectrum of the random phase multisine excitation \( u_0(t) \) of the identification or validation data set.

Note that Eq. (29) implicitly assumes that the LTI blocks \( G_m(s) \) operate in periodic steady state which is not the case in the time domain calculation of the output of the time-varying
state space equations (24). Hence, the simulated output DFT spectrum $\hat{Y}(k)$ (29) and the true output DFT spectrum $Y_0(k) = \text{DFT}(y_0(nT_s))$ can only be equal within a transient (leakage) error $T_Y(j\omega_k)$ which is a smooth function of the frequency. Moreover, the transient terms in the identification and validation data sets are different. Therefore, the transient term $T_Y(j\omega_k)$ is removed nonparametrically in the simulation error $\hat{Y}(k) - Y_0(k)$ using the local polynomial method for output observations only (see [33], [34]). Finally, the simulation error $\hat{Y}(k) - Y_0(k)$ is also predicted using the predicted covariance and bias error of $\hat{G}_m(j\omega_k)$ (see Appendix B for the details).

Figure 11 shows the results on the identification and validation data sets. It can be seen that the transient contribution (dashed black lines) is significantly larger than the simulation error (grey lines), and that the actual (grey lines) and predicted (red lines) simulation errors coincide. Note also that the simulation errors of the identification and validation data sets are very similar and almost everywhere at least 120 dB (6 significant digits are correct) below the true output DFT spectrum.

3) Results Identification in Closed Loop: An identification data set of the time-variant system (24–26) operating in feedback (27) is generated as described in Section V-B1. The procedure of Section IV-B is applied to estimate the TV-FRF. First, the indirect reference to input-output models $H^{in}_t(j\omega)$ and $H^{ou}_m(j\omega)$ with $N_b = 13$ are estimated using an order $R = 12$ and a local bandwidth of 482 frequencies for the local polynomial approximation. Next, the deconvolution of the indirect models (Theorem 3) is performed without the second order derivatives in (22). Finally, FRFs $\hat{G}_m(j\omega_k)$ of the direct model (9) are calculated without the second order derivatives. Note that compared with the open loop identification more time-variant branches are needed for the identification in closed loop. This is due to the fact that the poles of $H^{in}_t(s)$ and $H^{ou}_m(s)$ are closer to the imaginary axis than those of $H_m(s)$.

First, the nonparametric TV-FRF estimate $\hat{G}(j\omega_k)$ obtained in closed loop

$$\hat{G}(j\omega_k) = \sum_{p=0}^{N_b} \hat{G}_p(j\omega_k) f_p(t) \quad (32)$$

is compared in Figure 12 to the TV-FRF estimate obtained in open loop. At the borders the relative bias is -88 dB (more than 4 significant digits are correct) while elsewhere the error is below -125 dB (at least 6 significant digits are correct).

Next, the TV-FRF estimate (32) is used to simulate the output of the open loop setup

$$\hat{Y}(k) = \sum_{p=0}^{N_b} \text{DFT} \left( \text{IDFT} \left( \hat{G}_p(j\omega_k) U_0(k) \right) f_p(t) \right) \quad (33)$$

where $U_0(k)$ is the input DFT spectrum of the validation data set. The simulation error of (33) is here mainly due to the undermodelling ($R$ and/or $N_b$ are too small) quantified by the covariance of $\hat{G}_m(j\omega_k)$ and to the contributions of the second order derivatives in (12) and (22) quantified by the bias of $\hat{G}_m(j\omega_k)$. Hence, it can be predicted (see Appendix B for the details). Comparing Figure 13 to Figure 11 it can be seen that the actual simulation errors of the TV-FRF estimates (28) and (32) on the open loop validation data set are almost equal. Although the predicted simulation error (red line) is somewhat too conservative, it gives a useful estimate of the order of magnitude of the actual simulation error (grey line). Except at a few frequencies, the relative bias error in Figure 13 is smaller than -120 dB.

VI. MEASUREMENT EXAMPLE

A. Experimental setup

The electronic circuit is a second order time-variant bandpass filter (see Fig. 14) operating in feedback (Fig. 1 with unity feedback loop and linear time-invariant actuator). Three variable resistors controlled by the scheduling voltage $p(t)$ induce the time-variation. The reference signal $r(t)$ in Fig. 1 is a random phase multisine (23) with $A$ chosen such that its rms value equals 48 mV, $\phi_k$ independent and uniformly $[0, 2\pi]$ distributed random.
variables, \( f_0 = f_s/N \) with \( f_s = 625 \text{ kHz} \) the sampling frequency and \( N = 128 \times 1024 \) the number of samples in one period, \( F_1 = [200 \text{ Hz}/f_0] = 42 \), and \( F_2 = [40 \text{ kHz}/f_0] = 8388 \). This signal excites the frequency band (200 Hz, 40 kHz) and the input-output responses to one reference signal period are measured for two different random phase realisations. The first data set is used for identification and the second for validation. Fig. 14 also shows the variation of the scheduling voltage \( p(t) \) that modifies the time-variant resistors during the experiments. Note that \( p(t) \) is not used in the estimation procedure.

Two HP 1445A generator cards (50 \( \Omega \) output impedance) are used for generating the random phase multisine \( r(t) \) and the scheduling voltage \( p(t) \). To avoid loading of the electronic circuit, the input-output signals \( u(t) \) and \( y(t) \) are first buffered (> 5M\( \Omega \) input impedance, 50 \( \Omega \) output impedance) before being connected to the HP E1430A data acquisition channels. Both generator and data acquisition cards of the VXI measurement setup are synchronised (coherent sampling at \( f_s = 625 \text{ kHz} \)). Fig. 14 shows the measured input-output signals of the identification data set.

B. Results

First, the indirect reference to input-output models \( H_{T}^{in}(j\omega) \) and \( H_{T}^{out}(j\omega) \) with \( N_b = 13 \) are estimated using an order \( R = 4 \) and a local bandwidth of 875 frequencies for the local polynomial approximation. Next, the deconvolution of the indirect models (Theorem 3) is performed without the second order derivatives. The latter are used to quantify the \( O(T^{-2}) \) bias error contribution of \( \hat{G}_m(j\omega_k) \) to the TV-FRF and to the mean square error of the simulated output. Figure 15 shows the corresponding TV-FRF estimate (32). It can be seen that the predicted relative bias error of the TV-FRF estimate is almost everywhere smaller than -40 dB. Note also that the time evolution of the resonance frequency has the same shape as the scheduling voltage \( p(t) \) in Fig. 14.

Finally, the nonparametric TV-FRF estimate and the measured input are used to simulate the output of the identification and validation data sets via (33) where the true input DFT spectrum \( U_0(k) \) is replaced by the measured spectrum \( U(k) \). Via the predicted bias and variance of the \( G_m(j\omega_k) \) estimates, the mean square error of the simulated output is calculated (see Appendix B). The results are shown in Fig. 16. It can be seen that the simulation error (grey lines) is within the predicted bound (red lines) for both the identification and validation data sets, which validates the estimated TV-FRF model (9) with \( N_b = 13 \) time-variant branches.
VII. Conclusions

A nonparametric method for estimating the time-variant frequency response function from noisy input-output measurements has been presented. The proposed method accounts for possible linear time-variant interactions between the actuator and the plant and/or the presence of a (time-variant) feedback loop. The key to solving this problem is the deconvolution of the impulse response of the cascade of two linear time-variant systems. Although the deconvolution issue has been solved for a particular class of time-variant systems only, the many simulations performed of which only one example is reported here, and the real measurements suggest – but do not prove – that the proposed estimation procedure is robust w.r.t. the system assumption made. Matlab software is available on demand.
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Appendix

A. Proof of Lemma 1

In this appendix (16) is first proven for \( n = 1, 2, \) and 3. Next, it is shown by induction that (16) is valid for any \( n \in \mathbb{N} \).

To simplify the notations, the interval \([0, T]\) is replaced by \([-T/2, T/2]\). Proceeding in this way the basis functions \( f_n(t) \) are related to the Legendre polynomials \( l_n(x) \), \( x \in [-1, 1] \), as \( f_n(t) = l_n(\alpha t) \), with \( \alpha = 2/T \) and \( t \in [-T/2, T/2] \). Hence, they satisfy the following recurrence formula

\[
(n + 1) f_{n+1}(t) = (2n + 1) \alpha t f_n(t) - nf_{n-1}(t)
\]

with \( n > 1 \), \( f_0(t) = 1 \), and \( f_1(t) = \alpha t \) [27]. For notational simplicity, the transient terms \( T_1(s) \) and \( T_2(s) \) in (15) and (16) will be discarded in the calculations. The equalities in the remainder of the proof should be interpreted as exact within a transient term that is accounted for by \( T_1(s) \) and \( T_2(s) \).

Since the interval \([0, T]\) is replaced by \([-T/2, T/2]\), the one-sided Laplace transform (14) is replaced by the two-sided Laplace transform [37] of the windowed signals

\[
Y(t) = L\{y(t)\} = \int_{-T/2}^{+T/2} y(t) e^{-st} dt
\]

A key property of the Laplace transform (35) used in the proof is that \( L\{t^n x(t)\} = (-1)^n X^{(n)}(s) \) [37]. Note that (15) remains valid for the two-sided Laplace transform (35) (proof: see Appendix A of [38]).

Base case: (16) is valid for \( n = 1, 2, \) and 3

Consider the top block diagram of Fig. 7 with \( n = 1 \), and where the output of the dynamic block is denoted as \( u(t) \). Using \( f_1(t) = \alpha t \), \( u_2(t) = f_1(t)u(t) \), \( U(s) = H_{ru}^m(s) R_m(s) \), and \( L\{tx(t)\} = -X^{(1)}(s) \), we find

\[
U_1(s) = -\alpha U_1^{(1)}(s)
\]

\[
= H_{ru}^m(s) (-\alpha R_{m}^{(1)}(s)) - \alpha H_{ru}^{m(1)}(s) R_m(s)
\]

\[
= H_{ru}^m(s) L\{f_1(t)r_m(t)\} - \alpha H_{ru}^{m(1)}(s) R_m(s)
\]

\[
= H_{ru}^m(s) R_{m,1}(s) - \alpha H_{ru}^{m(1)}(s) R_m(s)
\]

which equals (16) for \( n = 1 \) and \( O(\alpha^3) = 0 \).

Consider now the block diagram in Fig. 7 with \( n = 2 \). Using \( f_2(t) = (3\alpha^2 t^2 - 1)/2 \), \( u_2(t) = f_2(t)u(t) \), \( U(s) = H_{ru}^m(s) R_m(s) \), and \( L\{t^r x(t)\} = (-1)^r X^{(r)}(s) \) for \( r = 1, 2 \), we find via similar calculations as for \( n = 1 \)

\[
U_2(s) = \frac{3}{2} \alpha^2 U_2^{(2)}(s) - \frac{1}{2} U(s)
\]

\[
= H_{ru}^m(s) R_{m,2}(s) - S_2 \alpha H_{ru}^{m(1)}(s) R_m(s)
\]

\[
+ \frac{3}{2} \alpha^2 H_{ru}^{m(2)}(s) R_m(s)
\]

which proves (16) for \( n = 2 \) and \( O(\alpha^3) = 0 \).

Repeating the calculations for \( n = 3 \) in Fig. 7 with \( f_3(t) = (5\alpha^3 t^3 - 3\alpha t)/2 \) gives after some calculations

\[
U_3(s) = -\frac{5}{3} \alpha^3 U_3^{(3)}(s) + \frac{3}{2} \alpha U_1^{(1)}(s)
\]

\[
= H_{ru}^m(s) R_{m,3}(s) - 5 \alpha H_{ru}^{m(1)}(s) R_m(s)
\]

\[
- \alpha H_{ru}^{m(1)}(s) R_m(s) + 15 \alpha^2 H_{ru}^{m(2)}(s) R_m(s)
\]

\[
- \frac{5}{2} \alpha^3 H_{ru}^{m(3)}(s) R_m(s)
\]

which demonstrates (16) for \( n = 3 \) and \( O(\alpha^3) = -\frac{5}{2} \alpha^3 H_{ru}^{m(3)}(s) R_m(s) \).

Inductive step: (16) is valid for any natural number \( n \)

Assuming that (16) is valid for all natural numbers smaller than or equal to \( n \), we will prove that (16) holds for \( n + 1 \). Combining (15), where \( n \) is replaced by \( n + 1 \), with (34) using \( L\{tx(t)\} = -X^{(1)}(s) \), gives

\[
U_{n+1}(s) = \frac{2n + 1}{n + 1} \alpha U_1^{(1)}(s) - \frac{n}{n + 1} U_{n-1}(s)
\]

By the induction hypothesis (16) holds for \( U_n(s) \) and \( U_{n-1}(s) \). Using (16), the term \(-\alpha U_n^{(1)}(s) \) in (36) can be calculated. This involves derivatives of the form \(-\alpha R_{m,p}(s) \) which, using (34), can be simplified as

\[
-\alpha R_{m,p}^{(1)}(s) = L\{\alpha r_m(t)f_p(t)\}
\]

\[
= \frac{p + 1}{2p + 1} L\{r_m(t)f_{p+1}(t)\} + \frac{p}{2p + 1} L\{r_m(t)f_{p-1}(t)\}
\]

\[
= \frac{p + 1}{2p + 1} R_{m,p+1}(s) + \frac{p}{2p + 1} R_{m,p-1}(s)
\]

(37)
Substituting in (36) the expressions for $U_{n}^{(1)}(s)$ (derivative of (16), where the terms $-\alpha R_{m,p}^{(1)}(s)$ are replaced by (37)) and $U_{n-1}(s)$ ((16), where $n$ is replaced by $n - 1$), gives after some calculations Eq. (16), where $n$ is replaced by $n + 1$.

### B. Prediction of the Simulation Error

Using (30) and (31), the simulated output (29) can be rewritten as

$$\hat{Y}(k) = \frac{1}{\sqrt{N}} \sum_{m=0}^{N_b} \sum_{l=0}^{N-1} \hat{G}_m(j\omega_l) U_0(l) F_m(k - l)$$  \hspace{1cm} (38)

where $F_m(k) = DFT(f_m(nT_s))$. In the sequel the mean squared error of $Y_{[r]}(k)$, the $r$th entry of $\hat{Y}(k)$, is calculated under the following assumptions on the true input $u_0(t)$.

**Assumption 4 (true input):** The true input DFT spectrum $U_0(k)$ (i) is uncorrelated over the frequency, (ii) has a diagonal power spectrum ($\mathbb{E}(U_0(k)U_0^H(k))$ is diagonal), and (iii) is independently distributed of $G_m(j\omega_l)$. Assumption 4(i) is exact for random phase multisine excitations (23) and is asymptotically (for $N \to \infty$) true for filtered white noise. Assumption 4(ii) requires that the $n_u$ input signals are uncorrelated, and Assumption 4(iii) is fulfilled for the validation data set.

The mean squared error (MSE) of $\hat{Y}_{[r]}(k)$ is given by

$$\text{MSE}(\hat{Y}_{[r]}(k)) = \mathbb{E} \left\{ \left| \hat{Y}_{[r]}(k) - Y_{0[r]}(k) \right|^2 \right\}$$  \hspace{1cm} (39)

$$\hat{Y}(k) - Y_0(k) = \frac{1}{\sqrt{N}} \sum_{m=0}^{N_b} \sum_{l=0}^{N-1} \Delta \hat{G}_m(j\omega_l) U_0(l) F_m(k - l)$$  \hspace{1cm} (40)

with $Y_0(k)$ the true output DFT spectrum, $\Delta \hat{G}_m(j\omega_l)$ the sum of the noise and bias contributions of the estimate $\hat{G}_m(j\omega_l)$, and where the expected value is taken w.r.t. $\hat{G}_m(j\omega_l)$ and $U_0(k)$. Elaboration of (39) requires the diagonal elements of the following matrix

$$C_{[r,r]}^{mp} = \mathbb{E} \left\{ \Delta \hat{G}_m(j\omega_l) U_0(l) U_0^H(l') \Delta \hat{G}_p^H(j\omega_{l'}) \right\}$$

$$= \mathbb{E} \left\{ \Delta \hat{G}_m(j\omega_l) \mathbb{E} \left\{ U_0(l) U_0^H(l) \right\} \Delta \hat{G}_p^H(j\omega_{l'}) \right\}$$  \hspace{1cm} (41)

where the second equality uses Assumptions 4(i, iii). Note that (41) is only approximately true for the identification data set ($\hat{G}_m(j\omega_k)$ depends on $U_0(k)$). Combining (39) and (41) taking into account Assumption 4(ii) finally gives

$$\text{MSE}(\hat{Y}_{[r]}(k)) = \frac{1}{N} \sum_{m,p=0}^{N_b} \sum_{l=0}^{N-1} C_{[r,r]}^{mp}(l) Q_{mp}(k - l)$$

$$= \frac{1}{\sqrt{N}} \sum_{m,p=0}^{N_b} \text{DFT} \left\{ \text{IDFT} \left\{ C_{[r,r]}^{mp}(k) \right\} \text{IDFT} \left\{ Q_{mp}(k) \right\} \right\}$$  \hspace{1cm} (42)

with

$$C_{[r,r]}^{mp} = \sum_{v=1}^{n_m} \text{MSE} \left\{ \hat{G}_{m[r,v]}(j\omega_l), \hat{G}_{p[r,v]}(j\omega_l) \right\} \mathbb{E} \left\{ \left| U_{0[v]}(k) \right|^2 \right\}$$

$$Q_{mp}(k) = F_m(k) F_p^H(k)$$

where $\pi$ is the complex conjugate of $x$, and $\text{MSE}(x,y) = \mathbb{E}\{ (x - x_p) (y - y_p) \}$, with $x_p$, $y_p$ the true values. An estimate of the MSE of $\hat{G}_{m[r,v]}(j\omega_l)$ is obtained from the residuals of the local polynomial approximation (see [33] for the details).
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