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5.1 Introduction

5.1.1 Definition of ethics

The two terms ‘ethics’ and ‘morals’ are sometimes used interchangeably in everyday language, but they are not synonymous. The concepts, originating from the Greek ethos and the Latin mores, respectively, both mean something like habit or custom. While the term ‘morals’ refers to de facto habits, customs and traditions, ‘ethics’ refers to a systematic reflection, a philosophical critique, and an evaluation thereof. Ethics is understood for the purpose of this Chapter, in the context of border control, as a synonym for moral philosophy, which is a branch of philosophy that deals, roughly, with a rational and practical reflection on what conduct is good or bad and right or wrong.

If ethics is defined as a systematic reflection on moral issues raised by emerging technologies, the purpose of this Chapter is to provide a toolkit to guide such systematic ethical reflection in the context of border control. In particular, the Chapter provides assessors with a list of recurring arguments (and recurring fallacies against which to evaluate them) that will allow them to assess the ethics component of the benchmark in the integrated impact assessment process. Thus, the structure of the Chapter is as follows: In the next sub-sections, some further introductory notions on ethics (its importance for society, historical development and literature overview) will be provided, including its importance in the assessment process and the actors involved in it. Section 5.1.2 will provide assessors with the key concepts to conduct the ethics steps of the impact assessment process accor-
Performing an ethics assessment involves, put simply, systematic moral reflections about how a given initiative can be ‘good’ and ‘bad’, right and wrong, or beneficial and harmful. Recent technological developments have affected every dimension of people’s lives; social contacts, jobs, how they eat, travel, play, and so on. European values and moral norms have been affected in this process as well: concepts like autonomy, freedom and responsibility have been challenged and modified by the new affordances of technologies and socio-technical infrastructures. For example, identity is shaped by algorithmic profiling (with systems ‘predicting’ people’s online behaviour and purchases) and biometrics (with people’s bodily parts becoming the most important identifier by which access to certain services is enabled).

More concretely, research and innovation (R&I) efforts at the European Commission (EC) in the security domain are said to contribute to tackling ‘societal challenges’ such as fighting crime, human trafficking and terrorism, or strengthening security through border management. At the same time, the same technological developments resulting from R&I can lead to undesirable impacts on individuals and groups, distributing burdens and benefits unequally. New socio-technical arrangements create genuinely new challenges, some argue, or exacerbate existing societal problems, such as systemic forms of racism and discrimination, thus requiring reflection in order to identify harmful effects and take action against them.

Ethics, when framed within such a definition, can be of help in an integrated impact assessment process, not as an alternative to a legal assessment based on fundamental rights, but rather as an argumentative support. The scope of this Chapter is therefore the integration of ethics of technology into the impact assessment process, with the intention of introducing a ‘how to’ method to assessing the uses and implementations of new and emerging border technologies. The ethical component of the impact assessment method is meant to support and/or expand upon the data protection component, which constitutes the ‘backbone’ of such a method. This especially means that, besides the necessity and proportionality assessment and risk assessment that are mandated by law as part of a Data Protection Impact Assessment (DPIA), the integrated impact assessment method adds an ‘ethics assessment’ to the appraisal techniques, in order to further expand on the assessment of the risks to rights and freedoms of natural persons. Such an expansion gives
assessors a broader political and societal view on the impacts of border control technologies in addition to individual data protection issues by also looking at arguments relating to the values these technologies aim to uphold, their (supposed) neutrality, or the unequal distribution of burdens and benefits among groups of people.

However, assessors need to pay attention to the use of the term ‘ethics’ when it comes to assessing the impacts of emerging technologies. On the one hand, ethics is currently an inflated term or buzzword, used with different meanings depending on the interests at stake for specific groups. Reference to ethics can be made by academics, humanitarian or non-governmental organisations, civil society representatives, technology companies (e.g. the ethical principles of Google or Microsoft) or political institutions (such as the European Commission), with each pursuing possibly different – and even competing – goals. On the other hand, both academics and civil society organisations have warned about the excessive use of ‘AI (Artificial Intelligence) ethics’ which could become an obstacle to traditional regulation, and a way of self-legitimising industry practices. Given the proliferation of ethics principles, guidelines and methods in recent years, assessors may be provided with tools that can guide them throughout the assessment process and, more generally, can consider the current debates, without the risk of considering ethics an empty signifier. Before turning specifically to the approach of the integrated impact assessment method, however, it is useful to quickly look at the historical development of applied ethics and ethics assessment tools.

5.1.4 Historical development of applied ethics

The historical roots of the word ‘ethics’, as part of a philosophical enterprise, can be traced back to Ancient Greece, to the work of Plato and Aristotle in the 5th and 4th centuries BCE, among others. In the West, ethics remained for centuries predominantly a matter limited to philosophical discussion.

Until recently, then, ethics primarily had an academic and theoretical role. In the second half of the 20th century, however, ethics, first and foremost in the form of bioethics, began to acquire a political and institutionalised role. The main explanation that is often given for this political turn is the increased risks associated with research on human subjects through biotechnical medicine. However, this explanation is overly simplistic. An additional explanation is that the rise of institutionalised ethics reflected the need to establish a more open dialogue between science and society. Since the 1970s, the EU has sought to strike a balance between facilitating and promoting science on the one hand and respect for the pluralism of European values on the other, as a response to value conflicts in areas including medicine and food and agriculture.

Following bioethics, computer ethics, environmental ethics, and, more recently, robo-ethics, big data ethics and AI ethics proliferated as forms of ‘applied ethics’, i.e. forms meant to address specific challenges in different domains by applying rigorous philosophical reasoning in an attempt to solve moral dilemmas or guide decision-making. Applied
ethics involves an inter-disciplinary discussion, often outside academia, and related to policy making and decision-making processes in private (e.g. companies) or public institutions (e.g. research committees or advisory bodies).

Among the methods for performing applied ethics, ethical technology assessment and ethical impact assessment have emerged as new anticipatory methods (i.e. techniques of anticipatory governance to tackle impact of technologies before they materialise), as well as approaches such as Responsible Research and Innovation (RRI), to combine the more strategic and technical dimension of R&I with the more normative one of responsibility. Such anticipatory and responsible approaches have opened up the topic of ‘ethics’ to a multi-disciplinary arena of actors, instead of keeping it confined to the realms of philosophers or academics.

5.1.5 The profile for assessing ethics

Today, the landscape of applied ethics is multifaceted. Compliance with ethics requirements, depending on the initiative, may be assessed by a variety of bodies such as:

- Research Ethics Committees (RECs), at public (e.g. universities) or private (e.g. companies) organisations, which calculate the risks and benefits of a given initiative and ensure participants give informed consent,
- National ethics committees or councils, at EU or Member State level, or
- Groups of ethics experts recruited in an ad hoc manner.

An integrated impact assessment process, however, requires a team of assessors that works together across several domains. Looking at the composition of ethics committees and ethics advisory boards, members may be drawn from medicine, business, engineering, computer science, or elsewhere, depending on the field to which ethics is applied. It is therefore a challenge to identify the profile required to perform the ethics steps of the integrated impact assessment process.

There are no clear-cut solutions to this challenge. Moreover, giving a definitive answer to these questions would risk making ‘ethics’ a type of expertise inaccessible to some profiles. Instead, engaging in ethical discussions is, and should be, open to different profiles, provided that assessors are open to critical thinking (including in their own daily activities) and willing to familiarise themselves with the key concepts provided in Section 5.2. In any case, assessors with a background in humanities, and more particularly in philosophy (specialised in philosophy of technology, applied ethics, RRI), social sciences (specialised in surveillance studies, critical security studies or science and technology studies) or law and technology (including criminology), might need less effort to acquaint themselves with the approach described here.

If in the team of assessors there are no persons able to carry out this part of the assessment process, or it is not possible to hire extra personnel to carry out the assessment, this
could mean two main things. First, it would provide an opportunity for personnel of the institution in charge of the assessment to be encouraged to acquire new expertise through, for example, training. Alternatively, it may offer a chance to open up the assessment process to stakeholder involvement, for example through the team of assessors organising events or sessions with external experts or members of the public who can provide relevant input or support.

5.1.6 Literature overview

Despite recent tendencies of coupling and blurring ethical and legal considerations of technologies in areas such as security research, ethics and law are better understood as distinct, with each having its own questions and approaches. This separation is reflected in the benchmark of the integrated impact assessment process. The interdisciplinarity of ethics, however, coupled with the fact that there is no specific ‘ethics of border control technologies’, (as there are, for example, bioethics, business ethics and computer ethics as established forms of applied ethics), might confuse assessors when it comes to choosing instruments (texts, methods, techniques) to support the assessment process. However, there are at least two groups of sources that could provide support to assessors. These are:

A. Generic anticipatory or assessment methods that can be applied to the case of ethics of border control. A plethora of methods by which to undertake ethics in R&I exist, but the main groups can be classified in:

- **Ex-ante** methods, i.e. aiming at addressing ethical issues at an early stage of the R&I process, such as Ethical Technology Assessment, Pragmatist New and Emerging Science and Technology (NEST) ethics, or scenario approaches; or
- **Intra** methods, taking place at the design or testing phase, like Value-Sensitive Design, ethical impact assessment, or mediation theory; or
- **Ex-post** methods, i.e. those performed on concrete applications of already-finished R&I processes, like checklist approaches or principle-based ethics.

B. Texts by scholars and activists who address issues of surveillance and management of ‘smart border’ solutions, which can help assessors to identify recurring arguments in the assessment process. In particular, the following are to be considered recurring challenges:

- Reduction of dynamic and biographical identity of travellers to static biological samples;
- Creation of ‘technologies of power’, which enable institutions to control citizens and exploit their bodies; a dark side to the promise of more efficient and objective identification practices;
- Excessive economic costs of border control technologies in comparison to the advantages they bring, such as high maintenance costs, technical seatbacks, or difficulty in adjusting to regulations.
• Increased chances of vulnerabilities such as hacking, identity theft and manipulation of data;\(^{37}\)
• Risks of discrimination and replication of racial prejudices, especially concerning the treatment of citizens from third countries, who often need to undergo extra checks and, depending on their ethnicity or social background, might be more readily associated with terrorism or smuggling.\(^{38}\)

5.2 Ethical arguments and fallacies

5.2.1 Ethics and technology arguments

This Section presents a list of ethical arguments that assessors need to identify, analyse and assess.\(^{39}\) The list includes the most recurrent arguments (and related counter-arguments) that are prevalent in the literature and in public debates on border control technologies. Engaging with ethical arguments is not a standalone exercise, but an argumentative support to the legal and social acceptance aspects of the integrated impact assessment process.

**Universality of principles and/or values:** A technology is developed on the basis of values or principles that are assumed to be universal. The idea is that there is a set of ‘core’ values or principles that are applicable, or values that are shared, across cultures.\(^{40}\) In turn, from these values, one can ‘deduct’, *a priori*, a core number of universal principles (4 in the case of bioethics) that are applicable in any practice. The same arguments are replicated today in the fields of Artificial Intelligence (AI)\(^{41}\) and biometrics,\(^{42}\) both of which have been utilised in border control. Opponents of this argument stress that people might disagree on what values or principles count. In this case, values or principles might apply only to a specific situation (or culture, or even technological context), but not to another. A bigger problem is that principles and values might be dictated or decided upon by those who are already in power, and later ‘exported’ to other (more specifically, more vulnerable or less powerful) people, under the alleged assumption of universality.

**Technological determinism:** A technology will *inevitably* bring about some positive or negative effects. This argument can take optimist or pessimist forms. Technology optimists argue in favour of technological developments as a panacea for long-lasting social problems. Almost any form of technological progress will bring about some social progress, including in the context of border control. Biometrics and smart borders, for instance, are often seen as a ‘silver bullet’ for identification: they are portrayed as more reliable, accurate and efficient than traditional means of identifying people. They can ‘solve’ problems of airport security (by identifying potential threats) or migration flows (by speeding-up border checks). Technology pessimists instead insist on the negative effects of technologisation, often with nostalgic tones. Technology is a form of alienation, and a deterministic force than cannot be stopped. It makes humans interchangeable forces, and
takes away their individualism. One form of alienation in border control stems from the
massive use of biometric systems. A rich and dynamic identity of a person, which includes
their personal story, interests or personality, is flattened over their static bodily identity,
represented by a digital token (e.g. a fingerprint, facial image or retinal scan).43

Neutrality of technology: Per se, technology is neutral, that is, it is neither beneficial nor
harmful: it depends on the use that is made of it to achieve a certain goal. An example is
Live Facial Recognition (LFR)44 deployed by some national law enforcement authorities,
such as the London Metropolitan Police (UK), the police in Hamburg and Berlin (Ger-
many) and in Nice (France).45 Some would claim LFR is neutral: it can be used responsibly to
make public spaces safer, by preventing and investigating criminal offences, but it can also
be misused, e.g. when its use is not strictly necessary or it has detrimental effects on a per-
son that is wrongly identified as a criminal.46 However, many oppose this neutrality thesis
as too simplistic. Technological artefacts cannot be considered in isolation, but always as
parts of social worlds. In other words, there are no such things as technological artefacts
in and of themselves, but they always mediate and are mediated by society.47 For example,
programmers already project (willingly or not) certain possible uses, values or biases upon
a technology, for example, amplifying racial hierarchies.48 Consequently, technologies
could have unforeseen effects or uses that were not considered at the design phase, or that
are not strictly related to the original goal. For instance, higher rates of misidentification
by LFR algorithms could lead to disproportionate interference with certain ethnic groups,
e.g. through unnecessary police stops and requests to show proof of identity.49

Arguments from precedence: New technologies are not really ‘new’, but rather they re-pro-
spose the same benefits and challenges of older ones. In the case of border control technologies,
in a positive sense, an analogy is often made between biometric and non-biometric passports
or identity documents. Identity documents have existed for a long time, and people have be-
come accustomed to them; biometric documents do not pose additional problems (they are
still vulnerable to, for example, theft and falsification); therefore, one should not worry about
identity documents that include biometric features.50 Opponents of the argument of precedent
claim that the changes of emerging technologies are so disruptive, rapid and large-scale that
the analogy with precedent technologies no longer holds.51 Since biometric systems might
collect a huge amount of data, combine different types of biometric samples (e.g. fingerprint,
retina, gait, voice, etc.) and store them in possibly interoperable databases, the purpose(s) of
which might not be clearly defined in advance, they are worthy of greater attention.

Change of ethical values: Technologies change our values, leading to moral progress or
moral decline.52 Some argue that technologies help people to progress ethically, e.g. to take
better decisions in ethical dilemmas, act according to higher ethical standards, or better
discern values and principles at stake. This happens both at an individual and a societal
level. For example, in the context of border control, biometric identification techniques
could be seen as enhancing the impartiality of border checks. The process of recognition
is carried out by automated systems, thus boosting the fairness of the outcomes. The idea
is that, while people can have biases, automated machines do not, and are consequently
more equitable. Newer verification systems based on a combination of biometric traits are also seen to outperform the current limitations of other automated biometrics, such as fingerprinting, in terms of neutrality and reliability. Opponents of the argument of ethical progress stress instead how, despite cases of progress in recent years, ethical decline has also taken place. Considering something to be ‘progress’ is highly dependent upon a specific point of view: what counts as progress for one person might not for another. Technological developments often increase inequalities between areas of the world and groups within society, enhancing the welfare of the Western countries at the expense of the Global South, or making big companies richer at the expense of unaware customers.\textsuperscript{53} Moreover, machines and algorithms are designed by humans, and as such they can embody prejudices and biases subconsciously introduced by their programmers.\textsuperscript{54}

\textit{Slippery slope}: Using a metaphor, once one makes the first steps on the slope, it becomes impossible to stop until bad consequences happen. In relation to technology, the idea is that some relatively innocuous or small-scale technological developments could bring about, if developed on a large scale, a cascade of uncontrollable and unpredicted negative effects.\textsuperscript{55} Alternatively, technology supporters might claim that if a new technology is not implemented now, people will suffer all types of terrible consequences. Opponents of this argument say that people are able to escalate easy generalisations from one specific case to multiple ones; that there is no convincing evidence that simply allowing some exceptions to moral rules will bring about a collapse of the whole system of rules; finally, that the possibility of exceptions does not necessarily mean that these exceptions will also occur on a larger scale.

\textit{‘Function creep’}: In short, function creep means the use of a specific initiative (e.g. a border control technology) for a purpose for which it was not originally intended.\textsuperscript{56} With reference to biometric technologies, storing biometric data in a central database might permit that such data are (re-)used for purposes not initially foreseen, like profiling or criminal investigations. An example is when Europol and law enforcement agencies were granted access to the information stored in the Visa Information System (VIS) for detection and investigation of terrorist offences.\textsuperscript{57} This is not in line with the original purpose of the system,\textsuperscript{58} which was established in 2004\textsuperscript{59} to improve the management of a common EU visa policy and to enhance the security of visas. However, in 2008, when the Regulation for the VIS was adopted,\textsuperscript{60} access was granted under certain circumstances, a purpose that was not foreseen when the system was established in 2004.\textsuperscript{61}

\subsection*{5.2.2 Normative ethics}

A specific subset of ethical arguments is related to normative ethical positions. Roughly, the crux of this issue is which specific ethical rules should govern conduct. This Section follows a tripartition between deontological, consequentialist and distributive justice arguments.\textsuperscript{62}
Deontological arguments define rules on the basis of fundamental moral principles. An action is considered to be ‘morally right’ if it conforms to certain principles, rights, duties, prohibitions, or responsibilities, and/or if the actor has certain intentions, regardless of the consequences of such action. Roughly speaking, the definition of duty precedes that of what counts as ‘good’. Deontological arguments can be also weaker (admitting exceptions or performing balancing between principles or duties) or stronger (requiring moral integrity and no exception, with certain actions being categorically prohibited). The main examples of deontological arguments in the technological domain are drawn from principle-based ethics, human rights and codes of professional conduct.

- In principle-based ethics, principles are abstract action guides (do x), but sometimes they can also categorically prohibit a certain action (don’t do y). As a concrete example, the High-Level Expert Group on AI defines their principles as ‘ethical imperatives’ that AI practitioners should always strive to adhere to.
- In human rights ethics, human rights are moral entitlements that any person has and that have to be considered before the consequences. Sometimes, fundamental rights enshrined in legal texts are also taken as foundations of ethical principles in the public discourse, such as in the EU’s debates on privacy and new technologies.
- In codes of professional conduct, sets of rules or principles exist that should guide the conduct of practitioners when exercising their profession. Codes of conduct can be written by companies, but also by professional associations. One of the earliest expressions of professional ethics is the Hippocratic Oath, which has been used in the medical profession for centuries. Examples of codes of conduct can also be found in border control.

The main shortcomings of deontological rules are that they are often difficult to live up to, they require a strong commitment, and they admit few-to-no exceptions. Also, there is often a gap between abstract principles and more concrete situations, which makes it difficult to apply the principles. To overcome the rigidity of deontology and its vagueness in guiding action, consequentialist arguments are often offered as alternatives.

Consequentialist arguments (among which: utilitarian) state that actions are right or wrong only on the basis of their outcomes (i.e. consequences). In other words, among the possible actions available, one chooses the option that maximises the expected outcomes (or degree of utility). Thus, contrary to deontology, there are no a priori wrong acts (e.g. murder) and an act is right whenever it is the one that produces the best possible consequences relative to any other. Consequentialist arguments can take many forms, depending on how the consequences or degree of utility are quantified: for example, in terms of pleasure, satisfaction of preferences or economic factor. Consequentialist arguments fit well with risk-based approaches and cost-benefit analyses precisely because they offer more quantitative, calculable ways to solve moral dilemmas.

To recognise a consequentialist argument, a rule-of-thumb could be to look at whether a trade-off is proposed. A classic trade-off in border control discourses is that of security
versus privacy: surveillance technologies require the giving away of some privacy (e.g. by allowing the processing of one's sensitive data and sharing them with third parties) in exchange for extra security (e.g. less risk of identity theft, less risk of dangerous people entering a plane).

Trade-off discourses can be criticised for being overly simplistic: problems that are presented as mathematical, quantifiable and objective are in fact value-laden. The risk of these discourses is that political conflicts and power asymmetries are reframed as mere technical ones. For example, it could be shown how, in a specific case (say, the introduction of a system of new-generation cameras at an airport), privacy and security should not be understood as an abstract trade-off, that can simply be solved by using metrics that assign a numeric value to privacy and another to security. The language of trade-off is often enforced in contexts (cultures, organisations) that systematically favour security (e.g. to defend travellers from terrorist attacks), while both privacy and security could be enforced without losses for either of the two. Another criticism is that consequences are often uncertain and not easy to predict, especially when it comes to emerging technologies. A classic example is environmental consequences of technologies, for instance how the use of cars has increased pollution in cities. Finally, consequentialism fails to take seriously the distinction between persons, since what counts is the aggregate results of consequences, also at the cost of serious damages for small groups of people, like minorities. This is a problem in border control, where technologies are often beneficial for large groups of people (bona-fide travellers) but can be unavailable or detrimental for smaller groups (third country nationals, high-risk categories, or refugees).

Distributive justice arguments state that an action is deemed morally problematic whenever some benefit to which a person is entitled is denied (without any compelling reason) or whenever there is an unequal distribution of benefits and burdens.

Justice arguments can take a more positive or negative stance. In a positive sense, it can be admitted that, at first, the distribution of a new technology is not proportionate. It is inevitable that a small amount of people could initially benefit from it, but eventually everyone will profit from it. A small group ‘paves the way’ for the more large-scale use of technology. In a negative sense, the same biometric features and identification technologies that are used can be indeed quite convenient and efficient for some, but they are also used to restrict the movement of others by those who are in power. This could lead, on the one hand to the reinforcement of privileges of some groups (like EU and US citizens) and, on the other, to the increased discrimination against other groups (like asylum seekers). An example of this is the old Fast Low Risk Universal Crossing (FLUX Alliance) traveller program for US and Dutch frequent intercontinental travellers, which is based on biometric identifiers including fingerprints and retinal imaging. So-called ‘low risk passengers’, i.e. with no criminal records, customs or immigration conviction, can apply for the program. If the interview and security threat assessment is successful, they can have, at the cost of paying an additional fee, the advantage of skipping queues and border checks.
5.2.3 Types of ethical fallacies

As shown in the previous Sections, ethical arguments can always be criticised. One way of showing that an argument is not convincing is to demonstrate a deficit in the structure of the argument (also known as a logical fallacy). A fallacious argument is a reasoning that seems convincing at first, but is based on weak assumptions, and/or the conclusions do not follow from the premises. The list of fallacies provided here is tailored down to ethical arguments relevant for the context of border control, which are therefore referred to as ‘ethical’ fallacies. The list could give assessors some critical tools to challenge what is usually taken for granted or under-emphasised in public discourse.

The list below is not exhaustive, but was selected on the basis of application to the arguments outlined in Section 5.2. Taking inspiration from this list, assessors could expand the list of fallacies for their assessments.

Begging the question, or petitio principii: These are arguments that include in their premises the argument they aim to demonstrate. Such an argument is technically valid, but useless in demonstrating its conclusions. A classic example could be this: ‘The technology is ethical because it is compliant with ethical principles’. In this example, the conclusion (i.e. the fact that a technology is ethical) does not add anything new to the premises (the fact that the technology complies with ethical principles).

Ad hominem: An argument is refuted on the basis of the person (or company or institution) that is proposing the argument. This argument is fallacious because it should focus on the merit of the argument (validity of premises, line of reasoning, clarity of exposition) and not on some (possibly irrelevant) qualities of the proposer. An example could be that ‘The ethics principles endorsed by Person X are unreliable because Person X is known for not respecting such principles in their private life’. The argument can be fallacious, if it is not based on content or process to draw the principles endorsed by Person X, but only on the bad name that Person X bears in public discourse.

Appeal to a (moral) authority, or ipse dixit: This is an argument where the opinion of an authority is used as irrefutable evidence to support the argument. For example, it can be said that ‘A technology is ethical because X said that’ or that ‘A technology is ethical because it is compliant with the principle issued by X’. Reference to ‘moral’ authorities is not warranted here, since it is not clear who has established that an author or ethical advisory body is an authority, why they cannot be wrong, or whether the people who decided on the principle were democratically elected or chosen to do so. The argument is fallacious because the soundness of the opinions of the authority are taken for granted and not questioned.

Confusion of ethics and law: In these arguments, the boundary between the law and ethics is blurred. This can happen in both directions. ‘If a technology is legal, then it is ethical’ is fallacious, because the legal compliance of a technology does not automatically make it morally acceptable. But also, the converse is problematic ‘if a technology is ethical, then it must be legal’. This is questionable when it is consistently argued that ‘the law lags behind’ and cannot maintain the pace of technological development; therefore, ethics
is needed to go ‘beyond the law’. If ethics is not properly defined, and ethics principles are arbitrarily constructed, they may be in contrast with the law (e.g. with fundamental rights).

**Naturalistic fallacy:** These arguments are characterised by the unwarranted deduction of prescriptions (*X should …*) from descriptions (*X is …*). Simply put, if something took place a number of times, it must be true: ‘If a country is implementing measures to deploy interoperable large-scale databases, then people should accept them’. This is fallacious because a normative conclusion (*people should …*) is derived from descriptive premises (*a country is implementing …*). To be sound, the argument needs to have both conclusions and premises either in the descriptive or prescriptive form.

**Ambiguity:** A key word can assume multiple meanings. Usually, the correct meaning is deduced from the context, but when this is not the case, an argument can take different meanings, thus becoming weaker. An example is the use of the word ‘ethics’ as a subject of a sentence (*ethics can help to*, *ethics can contribute to*, *ethics can clarify*, etc.). For example: ‘Ethics will help the border guards to identify the risk of the biometric technology’. In this case, ethics can mean, for example, a specific training, a textbook, a set of arguments, or a group of ethics experts. But the problem is that it is unclear what type of ethics people are talking about, what type of ethics experts are involved, or who selected these. If this is not specified, the argument loses its force and can be misused.

**Privacy fallacy:** ‘If you haven’t done anything wrong, you have nothing to hide’. This argument is fallacious on many levels. First, not only do people that did something wrong need to be protected by privacy. Being exposed can carry risks, regardless of the fact that one has something to hide. For example, people might be discriminated against by banks, insurers or employers if their health records are made public. Second, one might not have done anything wrong, but still, due to a failure of the system, be found guilty or wrongly stigmatised as a criminal, only because they belong to a certain ethnic group.

**Appeal to emotion:** These are arguments that appeal to the subject’s emotion in order to encourage them to accept arguments whose premises are weak or dubious. One example could be appeal to fear of anxiety of ‘external threats’, like the need to develop invasive technologies against the menace of terrorism, in spite of the majority of terrorist attacks in Europe resulting from actions of internal ‘residual terrorists’ (e.g. far-right groups or separatists) and not of international groups.

**Technocratic fallacy:** These arguments take the form of ‘It is an engineering issue how X is dangerous; therefore, engineers should decide whether X is acceptable?’ ‘Dangerous’ could also be changed to ‘secure’, ‘privacy-friendly’, and so on. The argument is fallacious because engineers (or other experts) may be competent in deciding how X is dangerous, but not the extent to which it is morally acceptable.

**False analogy:** These are arguments that use analogical reasoning; since something is morally accepted/acceptable in a certain case, then is must be accepted in a similar case, too. For instance, ‘Since biometric technologies have been accepted in criminal investigations for their accuracy, then they must be used in everyday life too’. Arguments like this
could be fallacious because the properties used to make the analogy are not relevant to drawing the conclusions. The reasons that make biometrics acceptable in criminal investigations are not the same as those that (would) make them acceptable in public life.

**Endnotes**

6. See Chapter 4 in this Volume.
11. It is impossible to give a comprehensive account of the history of ethics intended as moral philosophy in the present Chapter. For an overview, see Alasdair MacIntyre, *A Short History of Ethics. A History of Moral Philosophy from the Homeric Age to the Twentieth Century* (Notre Dame, Indiana: University of Notre Dame Press, 1998).
13. Felt et al.


19. The most well-established are often specialised in health and life sciences, such as *Der Duitse Ethikrat* in Germany (see https://www.ethikrat.org/en/the-german-ethics-council/) or the *Comité, Consultatif National d’Éthique* in France (see https://www.ccne-ethique.fr/en).

20. For example, the ethics review process of an EU-funded research proposal. For a description of the process in the security domain, see Matthias Leese, Kristoffer Lidén, and Blagovesta Nikolova, “Putting Critique to Work. Ethics in EU Security Research,” *Security Dialogue* 50, no. 1 (2018): 59–76.


23. With relative curricula, courses, dedicated conference and journals, and so on.


31. These authors do not necessarily call themselves ‘ethics experts’ or ‘ethicists’, but their inputs are relevant for the benchmark in this Chapter.
32. The EU’s ‘smart borders’ are automated systems to speed up and facilitate the border check procedure of the majority of travellers, and specifically (but not exclusively) to hinder and stop those migrants that pose a threat to the security of the Union through their status of irregular migrants, criminals or terrorists. See: European Commission, “Stronger and Smarter Information Systems for Borders and Security”, COM/2016/0205 final.
33. These challenges are further expanded in the Section 5.2.
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