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 Extensive measurement set reveals a systematic k-dependency of eddy dispersion 15 

 Eddy dispersion was determined using novel, CFD-validated Sherwood-expression  16 

 Eddy dispersion data (heddy) s empirical eddy dispersion model 17 

 The k-dependency of the exponent and pre- s model is mapped  18 

 A simple mathematical expression to predict heddy for different k is established 19 

 20 

 21 

Abstract 22 

We report on a systematic and comprehensive (0.7    122) experimental study of the effect of the 23 

zone  eddy dispersion (heddy) in packed bed columns for liquid chromatography. 24 

The values for heddy are obtained by subtracting rigorously estimated contributions to the total plate 25 

height from longitudinal diffusion (hB) and the mobile (hCm) and stationary zone (hCs) mass transfer 26 

resistances. For the first time, hCm-values are calculated using an expression for the Sherwood-number 27 

(Sh) that has been established and validated in the relevant velocity range. Experiments were carried 28 

out on both a fully-porous and a core-shell particle column. In both cases, the eddy dispersion 29 

systematically decreased with increasing retention factor , dropping 0.5 to 0.8 reduced plate height 30 

units when going from the lowest to the highest . To establish a simple empirical fitting equation that 31 
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can represent the observed effects, the widely used power law-based Knox model has been extended to 32

express the dependence of its A- and n-parameters on the retention factor.  33 

 34 

Keywords: eddy dispersion; Knox equation; Sherwood; mass transfer; zone retention factor 35 

1. Introduction 36 

Next to longitudinal diffusion, which dominates the low velocity regime of the van Deemter-curve, eddy 37 

dispersion is responsible for the largest part of band broadening in packed bed columns used for 38 

chromatography [1 3]. Research into its origin, relevance, modelling and potential solutions to suppress 39 

its effect has therefore always been an important and recurring topic in the field [4 7]. Historically, the 40 

eddy dispersion has been considered as the parameter representing the , as its 41 

original definition relates to the contribution originating from the inevitable difference in length 42 

between the multiple parallel through-pores running through a packed bed, which is considered to be a 43 

structural property of the packing [8]. Nowadays, based on the general rate model of chromatography 44 

[9 11], the eddy dispersion is typically determined as the part of the band broadening that does not 45 

originate from the longitudinal diffusion (hB) or the finite time needed for the mass-transfer to and 46 

within the particles (hCm+hCs). These are contributions that cannot be dispensed with, while the 47 

remaining dispersion must originate from the heterogeneities in the bed, which through some smart 48 

engineering, could, at least in theory, be evaded. Mathematically, heddy is in this case defined as 49 

[9,12,13]:  50 

       heddy=h-hB-hCm-hCs       (1) 51 

With:            (2a) 52 

and:            (2b) 53 

and:            (2c) 54 

wherein i is the reduced interstitial velocity ( i=ui.dp/Dmol), e the external porosity, 55 

retention factor [11] and Dpz the diffusion coefficient prevailing in the porous zone of the particles. Sh is 56 

the mobile zone Sherwood number, the dimensionless mass transfer coefficient governing the mass 57 

transfer from the mobile zone to the particles [14].  58 

The eddy dispersion is commonly accepted to consist of a multitude of contributions heddy,j, each relating 59 

to a different scale j, i.e., to a different transversal width of the 60 

classification of short-range, long-range and trans-column velocity biases) [8]: 61 

            (3) 62  
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wherein N is the number of considered scales, and wherein each heddy,j consists of two contributions:63

one manifesting itself at very high  (Aj), and one prevailing in the low i-range (Cj). Both relate to the 64 

same transversal velocity difference (in short: velocity bias ) and are commonly accepted to interact via 65 

coupling law [8,9]. 66 

            (4) 67 

or, equivalently, via the more recently established [15]: 68 

            (5) 69 

Although the maximal difference between the two expressions is only 12% when plotted with the same 70 

Aj and Cj-constants, Eq. (5) can be considered to be more physically sound (because it is derived directly 71 

from the advection-diffusion mass balance expressed over an elementary velocity bias zone). Another 72 

advantage of Eq. (5) over Eq. (4) is that it also rigorously holds on the trans-column scale such that all 73 

terms in Eq. (3) can be written in the same form, while Eq. (4) becomes a too crude approximation at 74 

that level and needs to be separated from the other terms, which adds to the ambiguity of the eddy 75 

dispersion definition. 76 

The Aj- and Cj-constants appearing in Eqs. (4) and (5) are surrounded by some persistent 77 

misunderstandings. First, the Cj-constants are often confounded with the Cm and Cs in Eqs. (2b-c). These 78 

relate to the mass transfer at the single particle level, while the Cj-constants relate to the mass transfer 79 

processes over distances covering multiple particle diameters. In many literature reports, only one term 80 

is considered in Eq. (3), in which case the subscript j is commonly dropped, thus adding to the confusion 81 

with the Cm- and Cs-constants, especially considering these are often also grouped in a single term by 82 

introducing C=Cm+Cs. Secondly, the Aj-constant is often confounded with the total heddy-contribution, 83 

A-term  and eddy dispersion  have often been used 84 

as synonyms, which obviously they are not, since the A-contribution 85 

referred to in the ancient literature [16]) is only a part of the eddy dispersion as is clear from Eqs. (3) and 86 

(4). More precisely, it is the part of the eddy dispersion that becomes dominant at high velocities. 87 

- eddy dispersion88 

interchangeable synonyms is that the field has become infected with the idea that the eddy dispersion is 89 

independent of the zone m. This idea was further 90 

instigated by the fact that Giddings in his famous coupling theory did not consider any retention effects 91 

[8,15]. Recent experimental evidence however shows that, when applying Eq. (1), the resulting heddy-92 

values strongly depend on the analyte retention [17 19]. 93 

In [15], it has been shown that, although the Aj- and Cj-constants relate to the same velocity bias zone 94 

and both are proportional to the square of the relative velocity difference across this zone [8,15], there 95 
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are some distinct differences: whereas the Aj-constants relate to the axial length of the bias, the Cj-96

constants relate to the transport across the transversal width of the bias. General expressions for Aj- and 97 

Cj are given in [15], showing that, whereas the Aj-constants are independent of the analyte retention 98 

99 

dispersion [8,16]), the Cj- , or the diffusion coefficient Dm of the analytes.  100 

The aim of the present paper is to i) make a clear systematic study of the eddy dispersion as defined by 101 

Eq. (1) over a broad range of retention factors and ii) develop a simple empirical model that can be used 102 

to describe -dependence of the eddy dispersion. For point ii), it was decided to revert to a 103 

generalized form of the well-established Knox-model [20]:  104 

            (6) 105 

introduced by Knox in his seminal 1969 paper as a simplified approximation to 106 

coupling terms (combination of Eq. 3 with 4). Eq. 4 is difficult to apply meaningfully in practice, because 107 

the different contributions to this equation are difficult to deconvolute. Since then, the so-called Knox-108 

equation has been as widely used as the more classic van Deemter-expression taught in any basic course 109 

in chromatography [21], despite the fact that the A-factor and n-exponent appearing in Eq. (6) have no 110 

direct physical meaning and are mere fudge factors. 111 

Initially, Knox proposed using n=1/3 as the exponent in Eq. (6), but decades later [22], with much more 112 

data available, he concluded that n can take on quite different values that are mostly situated in the 113 

range of 0.5  n  1. One of the reasons for this variability is that the value of n tends to strongly depend 114 

on the range of velocities to which Eq. (6) is fitted. Nevertheless, the use of n=1/3 has become dogmatic 115 

in the field and is used very often for fitting experimental data [21,23,24].  116 

In the present study, data were collected on two commercial packed bed columns, one packed with 117 

fully-porous (FP) and one with core-shell (CS) particles. Both were long (resp. 15 and 25 cm) and had a 118 

large diameter (4.6 mm) to maximally reduce extra-column contributions to the measured peak widths. 119 

We also deliberately selected a large particle size (5 m), such that measurements could be made up to 120 

very high values of the reduced velocity. Experiments were carried out during two distinct periods. In 121 

the first period, measurements were carried out for zone retention factors in the range 0.7    13. 122 

Subsequently, nearly a year later, a second measurement campaign was run to address the range of 123 

122). One of the reasons for considering the latter range is because the band 124 

broadening resulting from the intra-particle mass transfer resistance in this case becomes vanishingly 125 

small (i.e., Eq. (2c) turns to zero when k , which in turn gives more power to any 126 

determination of mobile zone mass transfer resistance and eddy dispersion. Alkylphenones were used 127 

as test components to minimize the influence from any secondary retention mechanisms on band 128 

broadening. 129 
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2. Experimental130

2.1. Chemicals and columns 131 

Milli-Q water was prepared in the lab using a Milli-Q gradient water purification system from Millipore 132 

(Bedford, MA, USA). HPLC grade acetonitrile (ACN) was purchased from Fisher Chemicals 133 

(Erembodegem, Belgium). Polystyrene standards (MW = 500, 2000, 3000, 10.000, 20.000, 30.000, 134 

70.000, 150.000, 300.000, 700.000, 1.000.000 and 2.000.000), used for inverse size exclusion 135 

chromatography (ISEC), were purchased from Sigma-Aldrich (Bornem, Belgium). HPLC-grade 136 

tetrahydrofuran (THF) was from VWR (Leuven, Belgium). Acetanilide was obtained from Federa 137 

Chemicals (Metro Manila, Philippines). Propiophenone, butyrophenone, benzophenone, valerophenone, 138 

hexanophenone and octanophenone were obtained from Sigma-Aldrich (Bornem, Belgium). A core-shell 139 

column Kinetex C18 (250 × 4.6 mm, 5 µm) was obtained from Phenomenex (Utrecht, Netherlands). A 140 

fully porous column Ascentis C18 (150 × 4.6 mm, 5 µm) was purchased from Sigma-Aldrich (Bornem, 141 

Belgium). 142 

2.2. Apparatus 143 

All band-broadening measurements were performed on an Agilent 1290 UHPLC system (Agilent 144 

Technologies, Waldbronn, Germany) equipped with a quaternary pump, autosampler and diode array 145 

detector with a flow cell of 1 shortest possible length 146 

(Thermo Scientific, Germering, Germany) was used to connect the column to the system. Chemstation 147 

software (Agilent Technologies) was used to control the UHPLC system and for data acquisition and 148 

processing. The measurements were performed at room temperature, and an injection volume of 1 µL 149 

was used. The flow rates ranged between 0.02 and 2 mL/min for the core-shell column, and between 150 

0.02 and 2.5 mL/min for the fully porous column. The absorbance was measured at a wavelength of 210 151 

nm.  152 

2.3. Sample preparation  153 

Stock solutions of acetanilide, propiophenone, butyrophenone, benzophenone, valerophenone, 154 

hexanophenone and octanophenone were prepared in a concentration of 10.000 ppm in ACN. Fresh test 155 

samples were prepared daily by mixing and diluting stock solutions until a final concentration of 500 156 

ppm in the mobile phase used for the evaluation of the column performance (for details see Table 1). 157 

2.4. External porosity and particle size measurement  158 

Values of the external porosity ( e) for the fully porous and the core-shell column were determined 159 

experimentally via ISEC experiments [25] at a flow rate of 0.4 mL/min and using an injection volume of 1 160 

L. To determine the true particle size of the columns, the columns were opened after analytical 161 

measurements and the particles were removed by flushing the columns with isopropanol. The particles 162 

were subsequently dried by evaporating the isopropanol at room temperature in the fume hood and 163 

prepared for SEM measurements. The employed instrument SEM instrument was a JCM-6000 Plus 164 
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Neoscope (JEOL) with a Tungsten filament and was operated at an accelerating voltage of 5 kV and a 165

2200× magnification. The particles were conductive enough to omit the use of a carbon coating. Of 166 

every particle batch, 10 pictures were taken and of every batch the diameter of at least 500 particles 167 

was measured to determine the particle size distribution. To actually measure the particle sizes, the SEM 168 

pictures were analyzed with the JCM-600 Plus Version 1.6 software. Fig. S1 in the Supporting material 169 

(SM) shows representative SEM-pictures, while Fig. S2 shows the resulting normalized particle size 170 

distribution obtained for the two columns [26].  171 

2.5. Plate height measurements 172 

All experiments were conducted in isocratic mode. Premixed mobile phases consisting of ACN and H2O 173 

, see Eq. (11) further on). The 174 

exact composition of the employed mobile phases can be found in Table 1, together with the actual 175 

zone retention factors and diffusion coefficients of the compounds. Diffusion coefficients were 176 

measured via the Taylor-Aris open tube method [27]. The zone retention factors given in Table 1 were 177 

determined when the columns were operated at their respective optimum velocities. 178 

Column efficiencies (Ncol) were determined from peak widths at 4.4% of the peak height (w4.4%), and 179 

corrected for the system contribution (tsys and ²sys), that was measured by removing the column from 180 

the system and replacing it by a zero dead-volume union:  181 

           (7) 182 

          (8) 183 

           (9) 184 

For the least retained compound ( 0.67), the system contribution was always less than 5% of the 185 

overall contribution (for all flow rates on both columns) 0.67), the system 186 

contribution was always well below 2%. 187 

3. Results and discussion 188 

as this is the 189 

retention factor appearing in Eqs. (2a- determined experimentally from 190 

the measured external porosity e, the interstitial velocity ui, the column length L, the analyte retention 191 

time tR and the flow rate F:  192 

            (10) 193  
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(11)194

The 195 

the expression for the retention time and separation resolution via [11]: 196 

            (12) 197 

Fig. 1 shows the reduced plate height plots as recorded for both columns (see Fig. S3 in the Supporting 198 

material (SM) for corresponding absolute plate height plots). A first observation that can be made is that 199 

-series   13) -series (33    135) clearly are in line with each other, 200 

despite the fact they were measured more than 10 months apart and were carried out by a different 201 

experimenter.  202 

Both columns are clearly well-packed, as they both display a minimum plate height (hmin) well below 2 203 

(resp. hmin=1.50 and hmin=1.66 for the weakliest retained analyte on the FP and the CS column). Whereas 204 

a hmin of 1.66 is rather average for a core-shell column, the hmin=1.50 for the FP-column is exceptionally 205 

low and to the best of our knowledge one of the lowest ever reported hmin-values for a FP particle 206 

column. Admittedly, the sub-h=2 plate heights reported here are for components with a very low zone 207 

retention factor (zone retention factor =0.7 corresponding to a phase retention factor around 0.2). 208 

Considering somewhat higher retention factors resp. corresponding 209 

approximately 2 4), the hmin-values of the FP column are already at hmin=1.9 and 2, which is 210 

typical for a well-packed FP column [1]. 211 

At this point, it is important to note that the h- and i-values reported in the present study are not 212 

simply based on the nominal particle size specified by the manufacturer (5 m in both cases) but were 213 

calculated using the experimentally determined number-averaged dp-value [28] that was obtained by 214 

opening the columns and measuring the actual particle size distribution using SEM images (cf. Section 215 

2.4). This analysis showed the average particle size was dp= 4.46 m for the CS-column and dp= 5.18 m 216 

for the FP-column. The analysis also showed the particle size distribution (PSD) of the FP particles is 217 

significantly broader than for the CS particles (see Fig. S2 in SM), which is also a typical observation 218 

made when comparing CS and FP particles [3]. Hence, the exceptionally low plate heights of the FP 219 

column cannot be explained by the PSD of its particles either. It is however preferred here not to further 220 

speculate on the reasons underlying the exceptionally low h-values for the FP-column (especially when 221 

compared to the CS-column), for this is not the topic of the present study and only one column of each 222 

type has been investigated. 223 

Returning to Fig. 1, another clear observation that can be made for both columns is that the optimal 224 

velocity ( i,opt) and the corresponding hmin both increase with increasing zone retention factor and that 225 

this trend continues up to the highest investigated zone  120. Undoubtedly the 226 

major factor contributing to this phenomenon is the B-term band broadening, which clearly also 227 
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strongly increases with the retention factor, as can be assessed from the 228

the low i-range. As it is furthermore well-known [29] that in chromatography the optimal velocity 229 

increases with B1/2, the shift in i,opt since the simple 230 

van Deemter plate height model shows that hmin= A+(B.C)1/2 [29], the increase of hmin with B, and hence 231 

, is also obviously expected.  232 

To investigate this further, the value of the B-term constant was determined for each of -233 

series. As shown in [30], determining the value of B is also the first step to calculate heddy via Eq. (1). In 234 

the present study, B-term constants were determined using the curve fitting procedure described in 235 

[31]. It was shown there that this method produces B-term constants that are within 0.7% of the results 236 

obtained via peak parking experiments. The advantage of the former method is that no extra 237 

measurements are required when the van Deemter-data are anyhow available down to a sufficiently 238 

low reduced velocity (say down to i=0.25). Examples of the extrapolation procedure applied to the 239 

current data sets are shown in Fig. S4 -value series, the lowest reduced 240 

velocity was already as high as i=5, but given the very high values of B, these could still be determined 241 

with an estimated accuracy of some 3-5%.  242 

The resulting B-term constants are shown in Fig. 2, where the B-term constant clearly strongly increases 243 

he reason underlying this trend can be readily understood from Eq. (2a), showing that 244 

B Obviously, the effective diffusion coefficient Deff slightly counteracts this dependence (hence 245 

the deviation from a perfectly straight line), as Deff . However, 246 

this decrease occurs at a much slower pace than the -proportionality 247 

[32,33]. The fact that the CS-particles produce consistently lower B-values than the FP-particles is in line 248 

with all previous literature on the difference in Deff between CS and FP-particles [12,32,34]. One 249 

important factor explaining this, is the presence of the core in the CS-particles which imposes an 250 

additional obstruction to the longitudinal diffusion. This effect can be calculated to lead to an 251 

approximately 10% reduction of Deff [35], which is on the same order as the difference observed here. 252 

With the known B-values, it is now straightforward to calculate the hB-contribution needed to make the 253 

subtraction in Eq. (1). Next, applying the effective medium theory (EMT) introduced in [36] and [37], the 254 

B-values can also be used to estimate the diffusion coefficient in the porous zone of the particles (Dpz) 255 

needed to calculate hCs (Eq. 2c). As described in [37], this first involves calculating the so-called 256 

polarizability constant 1, which, using a second order EMT approximation, can be calculated using: 257 

            (13) 258 

wherein e is the external porosity of the bed. In the present study, e was determined using the ISEC-259 

method described in Section 2.4, showing that the FP-column had an external porosity of e = 0.371 260 

while the CS-column had e = 0.412 (see Fig. S5 of the SM for a plot of the ISEC data points and read-out 261 
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of e). Further, 2 is the geometrical three-point parameter [36], with a value depending on the particle 262 

fraction (1- e). In [35], it was found that 2=0.2-0.3 is a good approximation for the typical packing 263 

density in random sphere packings. This parameter anyhow only has a secondary effect on the value of 264 

1. All data in the present study were calculated using 2=0.3, as values close to 2=0.2 led to an obvious 265 

outlier with physically impossible values -data point (see also discussion of Fig. 2b 266 

further on ). 267 

From the value of 1, the relative permeability part can be calculated using [37]:  268 

            (14) 269 

from which, in turn, the pursued value of Dpz can be readily obtained via: 270 

            (15) 271 

wherein  is the relative core radius ( =0.717 according to the data supplied by the manufacturer). This 272 

procedure was applied to all B-data and led to the set of Dpz/Dm-data shown in Fig. 2b. As can be noted, 273 

there is no significant difference between the Dpz-data for the FP- and CS particles. This shows the 274 

difference in B-term observed in Fig. 2a can be fully attributed to the presence of the solid core in the CS 275 

particles (Dpz respectively is the effective diffusion inside the entire FP-particle or inside the shell-zone of 276 

the CS-particles).  277 

-range  15), the Dpz-data cluster around Dpz/Dm=0.4-0.5, with some notably 278 

 (Fig. 2b). A very slight decrease can also be discerned in the range 279 

of the larger -values  15). Finally, Dpz appears to increase again somewhat at the highest k -value, 280 

but no firm conclusions should be attached to this since the EMT theory is known [38] to become less 281 

accurate when the conductivity of the two media lies very far apart, i.e., when >> 1 or << 1. Since 282 

k'' (cf. Eq. (12) in [37]) this is indeed  120-data points. Anyhow, the 283 

contribution of hCs (which is the value we are eventually after when calculating Dpz) is extremely small at 284 

-values, such that this potential inaccuracy becomes insignificant for the present 285 

study. 286 

With Dpz known from the data in Fig. 2b, hCs can now be calculated for each of the different reduced 287 

plate height data series. With hB also known via Fig. 2a and Eq. (2a), we are only left with the calculation 288 

of hCm in order to calculate heddy via Eq. (1). The only uncertain factor in the expression for hCm is the 289 

Sherwood-number Sh (cf. Eq. 2b). In general, Sh is a function of the reduced velocity, and a panoply of 290 

different expressions for this function exist in literature. As shown in [14], the most commonly used 291 

correlations such as the Wilson-Geankoplis, the Katoaka or the Pfeffer model [39 42] can be severely 292 

criticized for the fact that they are used far outside the range in which they were experimentally 293 

determined (the Wilson-Geankoplis correlation was established for values of i well above i=50, i.e., 294 
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well above the range typically used in chromatography). One of the consequences of using these 295

functions is that they turn to zero when I turns to zero, while physical argumentation and 296 

computational fluid dynamics (CFD) simulations show this certainly should not be the case. The CFD-297 

simulations in [14] showed that, at I =4 for example, the expression most frequently used in literature, 298 

i.e., the Wilson-Geankoplis correlation, underestimates the Sh-number in a bed of spheres by a factor of 299 

four (300% error). At I =32, the Wilson-Geankoplis correlation still underestimates Sh by a factor of 2.8 300 

(180% error). To remedy this, Eq. (16) was proposed in [14] as a much more accurate representation of 301 

the local mass transfer rates in a packed bed of spheres: 302 

            (16) 303 

Using Eq. (16) to calculate hCm, all data are now available to calculate the eddy dispersion according to 304 

Eq. (1). The resulting data are shown in Fig. 3. Before discussing the resulting heddy-values it is, however, 305 

instructive to look at the respective contributions of the different hB-, hCm- and hCs-terms to the total 306 

plate height, in order to have a feeling for the impact of their subtraction. This is shown in Fig. 4 for the 307 

CS column for the cases of data from low, medium  measurements. Data for the FP column 308 

are not shown for they are fully similar. As can be noted from Fig. 4, and in full agreement with physical 309 

expectations, the hB-contribution is the dominant factor for velocities below the optimal velocity i,opt, 310 

while it rapidly drops for larger velocities. The contributions of hCm and hCs are clearly small over the 311 

entire I-range (maximally 20% at the highest reduced velocity), with hCm and hCs of similar magnitude 312 

Cs << hCm for the largest considered also implies the contributions of 313 

the calculated hCm- and hCs-values in the subtraction process in Eq. (1) are relatively small. In overlay 314 

(open symbols, dashed lines), Fig. 4 also shows the hCm-contribution that would be obtained when 315 

adopting the commonly used Wilson-Geankoplis correlation. Clearly the latter leads to significantly 316 

larger hCm-values, implying that in this case (pertaining to almost all previous studies in literature) a 317 

significantly larger part would be subtracted when applying Eq. (1).  318 

Returning now to Fig. 3, it can be clearly seen that, whereas the total plate height curves in Fig. 1 clearly 319 

, the heddy-curves show the opposite trend. Even more, and in contrast 320 

with the widely held view that the eddy dispersion is independent of the retention (cf. 321 

relatively strong. For the CS column for example, heddy = 1.1 at I =5 for 322 

the = 0.67), while at the same velocity heddy = 0.45 122). This is more 323 

than a factor of two smaller. The absolute difference furthermore slowly increases when the velocity 324 

increases. The relative difference on the other hand slowly decreases. At I =20 for example, heddy = 1.8 325 

eddy = 1 A similar trend is observed for the FP-column, 326 

although in this case the difference in heddy between t327 

with heddy = 1 eddy = 0.5 I =5. At I =20, heddy drops from heddy 328 

= 1.6 eddy   329 
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As a side note, and bearing in mind that the heddy-values are based on the true particle diameter 330

(experimentally determined via SEM) and not on the nominal value, it is striking to see that the FP 331 

column produces eddy dispersion values that are similar and even slightly smaller than the CS-column 332 

(compare data in Fig. 3a with Fig. 3b). This is unexpected as most studies described in the literature and 333 

in our lab showed that the eddy dispersion in core-shell columns is significantly smaller in CS- than in FP-334 

columns [12,34,43]. However, we believe no significant conclusions should be drawn from the present 335 

finding, as the two tested columns are not from the same manufacturer and only one column of each 336 

type was investigated. The only firm comment that can be made is that the FP-column appears to be 337 

exceptionally well packed, while the CS-column is relatively speaking less well-packed (see also 338 

discussion of Fig. 1).  339 

The final step in our study is aimed at building a simple and directly applicable model to represent and 340 

predict the eddy dispersion in packed bed columns as a function of the velocity as well as the retention 341 

coefficient. As mentioned in the introduction, a generalization of the simple Knox-model (Eq. 6) was 342 

selected for this purpose. This model assumes the data display a power-law dependence. To verify this, 343 

it is most convenient to switch to logarithmic axis. This is done in Fig. 5, confirming the heddy-data points 344 

indeed closely follow a straight-line relationship in log-log coordinates, thus validating the use of a 345 

power-law model. It is also interesting to note that the slope of the curves (corresponding to the value 346 

of n in Eq. 6) steepens with increasing retention factor -values. This trend is 347 

apparent on both the CS- and the FP-column. To study this in more detail, the actual best-fit A- and n-348 

values and the corresponding R2-349 

represented in Fig. 6. As can be noted from the agreement between the full line curves and the 350 

experimental data points in Fig. 3, as well as from the R2-values in Table 2 (most larger than R2=0.990, 351 

with R2=0.946 the lowest value), the power-law model described by Eq. (6) fits the data rather well, 352 

especially considering the experimental data are inevitably impacted by measurement errors.  353 

Apart from some fluctuations, the data in Fig. 6 display a clear relationship the best-fit A- and n-354 

constants and the retention factor. This relationship is very similar for the CS- and the FP-column. In 355 

agreement with the gradual variation in slope observed in Fig. 5, the best-fit n-values increase with 356 

, with an exception 357 

for the small overshoot up to n=0.57 =10. For  358 

n=0.35 and n=0.4 on the CS- and the FP-columns, respectively. These values lie close to the original 359 

n=1/3 value proposed by Knox. The n-values around n=0.5 obtained for the highest  of the same 360 

order as those proposed by Knox in his 2002 paper [22]. The values of A show an opposite trend. Below 361 

 10, the value of A decreases  10. 362 

Around  10, the FP-column data cluster around an apparent local minimum. At present, we prefer 363 

not to over-interpret the appearance of the intermediate maximum (n-data) or minimum (A-data) 364 

appearing in Fig. 6a and 6b as there are many possible explanations for the potentially incidental nature 365 
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of this observation: small secondary differences in band broadening behavior depending on the nature 366

of the components, A and n are not entirely independent which can lead to fitting errors, etc. Hence, 367 

ignoring these local extrema, and keeping to a 3-parameter expression to model the data in Fig. 6, the 368 

following fitting function expressions were obtained:  369 

            (17) 370 

             (18) 371 

If desired, Eq. (12) can be used to express Eqs. (17)-(18) as a function of the more customarily used 372 

phase retention fa  Please note the constants in Eqs. (17)-(18) are plain fudge factors 373 

and have no physical meaning whatsoever. Furthermore, it can also be expected the fitting constants 374 

will vary depending on the packing quality of the columns because different packing qualities can 375 

obviously be expected to lead to a different heddy, in turn inevitably requiring a different A and (to a 376 

lesser extent) n to represent it.  377 

Despite the frequently claimed lack of a direct and clear physical meaning for the A- and n-parameters, 378 

it is believed the overall trends observed for the A -and n-constants in Fig. 6 are, at least qualitatively, 379 

generalizable to any other packed bed chromatography column, because these trends can be clearly 380 

rationalized via the physical meaning of the Aj- and Cj-constants appearing in the local scale heddy,j-381 

models (cf. Eqs. 4-5). This can be understood from the dependence of these constants on , which has 382 

been mathematically derived in [15]. It was shown there that, whatever the velocity bias scale included 383 

in Eq. (3) and save the secondary effect of the zone retention factor on the transversal dispersion, the Cj-384 

constants vary increasing . As a 385 

consequence, the transition velocity [8,22] at which the heddy-curve described by Eq. (4) or (5) switches 386 

from a linear increase (C-term dominated behavior, n=1) to a saturated value (A-term dominated 387 

behavior, n=0) shifts 388 

parts of the velocity range can be expected to appear Cj-dominated with increas . Since heddy in this 389 

regime essentially varies linearly with i (save for a minor effect originating from the velocity-390 

dependence of the transversal dispersion), it is hence evident that in this case the n-power in Eq. (6) will 391 

tend to n=1. Conversely, when Cj eddy will initially rise very steeply with i but 392 

will then remain constant at heddy=A for the rest of the i-range. It is in this case obvious to expect that 393 

the power of the i-dependency will rather tend to zero (to more closely represent the saturating nature 394 

of the heddy-curve). On the other hand, the A-constant appearing in Eq. (6) can be considered a measure 395 

for the absolute magnitude of both the Aj and Cj-components. The fact that A decreases with increasing 396 

in Fig. 6 can then again be understood from the fact that the Cj-components of the eddy dispersion 397 

 398 

The above explanation can also be used to attribute a physical meaning to the n- and A-constants in Eq. 399 

(6), in the sense that n can be regarded as a measure for the relative dominance of the Cj-component: 400 

 

 



13 
 

the closer n gets to unity, the more heddy is dominated by a Cj-term type of eddy dispersion (i.e., the type 401

of dispersion where heddy varies linearly with i). The latter is connected to velocity bias zones that are 402 

long and narrow, such that there is sufficient time to reach the long-time limit dispersion regime over 403 

the length of each bias zone [15]. On the other hand, when n is low, the eddy dispersion is more 404 

dominated by its Aj-components, which is representative for the occurrence of velocity bias zones that 405 

are short and wide [15]). In turn, the A-constant appearing in Eq. (6) can be considered as a measure for 406 

the absolute magnitude of the Aj and Cj-component. Since both are depending on the square of the 407 

relative velocity difference across the transversal velocity bias marking a given considered scale, the 408 

physical meaning of the A-constant can be directly linked to the latter. 409 

Important to note further is that, given the aforementioned importance of the transition-velocity, it is 410 

evident that the fitting of a set of dispersion data with Eq. (6) can be expected to produce slightly 411 

different A- and n-values, depending on the width of the velocity range over which the fitting is made. 412 

Obviously, this is a limitation of fitting correlations such as Eq. (6) and implies the correlation is only 413 

applicable over the range of velocities across which it has been determined.  414 

Combining Eqs. (17) and (18) with Eq. (6), a complete model is now available that can be used to express 415 

the dependency of the eddy dispersion heddy on the mobile phase velocity ui and the particle size, as well 416 

as on the Dmol . Obviously, the fitting factors in Eqs. (17)-(18) will have to be 417 

y, with the values for A most probably more sensitive 418 

to the packing quality than the n-exponent.  419 

4. Conclusions 420 

Using experimental plate height measurements obtained over a very broad range of retention factors 421 

(ranging from  , it was found that the eddy dispersion band broadening gradually 422 

decreases with increasing retention factor, in contrast with the widely held view of the eddy dispersion 423 

as a contribution to h that is independent of the analyte type and only depends on the bed structure. 424 

Our finding confirms earlier observations made using the Wilson-Geankoplis model to calculate the 425 

Sherwood-number needed to determine hCm in Eq. (1). Whereas the Wilson-Geankoplis model can be 426 

eddy (it predicts a larger hCm-contribution to be subtracted 427 

from the overall h), the current Sh-model still leads to a difference on the order of some 0.5 up to 0.8 428 

reduced plate height units between the lowest and the highest retention factor. This difference was very 429 

similar on both of the columns investigated in this work.  430 

The widely used power-law Knox model (Eq. 6) satisfactorily fits the heddy- -data 431 

series (most R2-values larger than R2=0.990, with R2=0.946 the lowest value) and can be extended with 432 

two empirical expressions of the type given by Eqs. (17) and (18) to express the dependence of the A- 433 

and n-parameters on the zone retention factor. An important moderating remark is that these A- and n-434 

values (and the quality of the fit with Eq. (6) itself) can be expected to depend on the packing quality of 435 
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the column, as well as on the velocity range over which the fit has been made, as there is no direct 436

quantitative relationship between the A- and n-constants in Eq. (6) and the many Aj and Cj-influences 437 

contributing to heddy via Eq. (3).    438 

The qualitative trend observed for the A- and n-constants obtained from the data for both columns (n 439 

initially increases rather steeply  10 while 440 

the A-constant decreases with increasing ) can be inferred to be 441 

generalizable to any other packed-bed column as this trend can be rationalized based on 442 

on the Cj-constants appearing in the local scale heddy,j-models (cf. Eqs. 4-5). This explanation can also be 443 

used to attribute a physical meaning to the n- and A-constants in Eq. (6).  444 
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Figure Captions568

 569 

Figure 1: Reduced plate height curves of reduced plate height (h) versus reduced interstitial velocity ( i) 570 

on (a) the core-shell and (b) the fully-porous particle column for alkylphenones with different zone 571 

 0.7),  acetanilide 572 

1.2),  3.5),  5-6),  7.8),  573 

9-11),  12),  34-35),  574 

65),  120).  575 

Figure 2: Plots of (a) B (b) Dpz/Dm for the ( ) core-shell particle and the ( ) 576 

fully-porous particle column. 577 

Figure 3: Plots of heddy=h hb hcm hcs versus reduced interstitial velocity ( i) on (a) the core-shell and (b) 578 

the fully porous column 579 

 acetanilide 0.7),  acetanilide 1.2),  propiophenone 3.5),  580 

butyrophenone 5-6),  benzophenone 7.8),  valerophenone 9-11),  hexanophenone 581 

12),  hexanophenone 34-35),  octanophenone 65),  octanophenone 120). Full 582 

line curves are best-fit curves with Eq. (6). See Table 2 for fitting parameter and R2-values. 583 

Figure 4: Plot of relative contributions of hb ( ), hCm ( ) and hCs ( ) to the overall plate height h ( ) on 584 

the core-shell column for (a) =1.2, (b) . Dashed line ( ): hCm calculated via the 585 

Wilson-Geankoplis expression [10] instead of the more accurate Eq. (16). 586 

Figure 5: Representation of heddy-data in Fig. 3 in log-log coordinates for (a) the core-shell and (b) the 587 

fully porous column. Same legend as Fig. 3.  588 

Figure 6: Plots of the fitting factors of Eq. (6) for the ( ) core-shell particle and the ( ) fully-porous 589 

particle column. (a) (b)  590 

  591 



19 
 

592

Table 1. Composition of the mobile phases and samples resp. used for the core-shell column and the 593 

fully porous column. Details on column dimensions and stationary phases are shown. Corresponding 594 

zone retention factors , measured via the Taylor-Aris open tube 595 

method [22], are given as well. 596 

Column Core shell column Fully porous column 

Compound Mobile phase 

(ACN/H2O) 

(v/v) 

Dmol 

( 10-9 m²/s) 

 k  Mobile phase 

(ACN/H2O) 

(v/v) 

Dmol 

( 10-9 m²/s) 

k  

Acetanilide 50/50 1.01 0.67 80/20 1.57 0.68 

Acetanilide 35/65 0.86 1.21 50/50 0.98 1.17 

Propiophenone 46/54 1.06 3.56 60/40 1.30 3.41 

Butyrophenone 46/54 0.97 6.06 50/50 1.11 5.36 

Benzophenone 46/54 0.88 7.77 45/55 1.03 7.76 

Valerophenone 46/54 0.89 10.59 50/50 1.00 8.92 

Hexanophenone 50/50 0.91 11.93 60/40 1.07 12.63 

Hexanophenone 40/60 0.74 33.63 47/53 0.83 35.17 

Octanophenone 44.25/55.75 0.69 65.52 52/48 0.80 65.21 

Octanophenone 40/60 0.64 122.83 47/53 0.73 114.79 

 597 

 598 

 599 

 600 

 601 

 602 

 603 

 604 

 605 

 606 

 607 

 608 

 609 

 610 

 611 
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Table 2. Best-fit A- and n-values and corresponding R2-values obtained by fitting the heddy vs. i data in 612 

log-log coordinates (cf. Fig. 5) to a power-law model. 613 

Core-shell column Fully porous column 

 A n R²  A n R² 

0.67 0.613 0.354 0.999 0.68 0.491 0.407 0.998 

1.21 0.550 0.397 0.999 1.17 0.442 0.411 0.991 

3.56 0.410 0.480 0.998 3.41 0.321 0.521 0.999 

6.06 0.325 0.543 0.970 5.36 0.282 0.512 0.997 

7.77 0.305 0.560 0.969 7.76 0.233 0.575 0.998 

10.59 0.291 0.546 0.954 8.92 0.226 0.565 0.995 

11.93 0.287 0.560 0.979 12.63 0.239 0.578 0.998 

33.63 0.268 0.509 0.990 35.17 0.261 0.513 0.956 

65.52 0.265 0.515 0.984 65.21 0.247 0.497 0.987 

122.83 0.222 0.521 0.969 114.79 0.183 0.574 0.946 

 614 
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