An ontology for representing and annotating data flows to facilitate compliance verification
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Abstract—In this paper, we argue that there is a gap to be bridged between the development and maintenance of services and the various internal and external policies that emerge and evolve outside of these systems. To bridge this gap, we propose a semantic model, i.e., ontology, for representing Data Flows and linking them with structured representations of the data that is processed (datasets, databases, queries, etc.). Data Flow Diagramming is a technique for capturing the various data and information flows between an information system and external stakeholders as well as within such a system. This technique is used in the analysis phase of information systems development and captures the inputs and outputs of various processes. Our model allows these data flows to be presented and linked with structured representations of the data that is to be used, consulted, processed, etc. We demonstrate that this model can facilitate compliance verification processes of (intelligent) systems by allowing these flows to be analyzed. Next to the ontology, which has been made available according to best practices in the field, we furthermore posit our contributions within the state of the art.
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I. INTRODUCTION

Data processing, in general, is increasingly the subject of various regulations such as the General Data Protection Regulation (GDPR), an EU law that came into effect on May 2018. While not new, principles such as privacy by design or data protection by design have been explicitly mentioned by some of these legislations, encouraging developers to account for, at the start, the measures necessary to be compliant. Policies may be internal or external and even evolve over time. This means that not only the development but also the maintenance of information systems and their intelligent processes should co-evolve.

In this context, the adoption of Data Flow Diagrams to support this co-evolution appears as a practical solution as it is already widely used in industry for structured software analysis and design, providing efficient means of communication between developers and business administration [1]. However, as Data Flow Diagrams are merely used during analysis and for communication and documentation, there is a disconnection between the data flow models and the artifacts that have been produced during development phases. In order to tie the analysis and design of services with the resulting or used artifacts (databases, datasets, etc.), appropriate solutions are needed. These solutions could also facilitate data governance. Data governance is defined as “[referring] to what decisions must be made to ensure effective management and use of IT (decision domains) and who makes the decisions (locus of accountability for decision-making).” [2] As a solution, we propose an ontology usable for capturing data flows and annotate them with information that will allow compliance to be analyzed. The resulting model cannot only be used at design time but at any time components of the system are to evolve.

The literature on the adoption of Semantic Web technologies (i.e., models) for analyzing GDPR compliance has been investigated. Much of the work in the state of the art addresses assessing compliance a posteriori [3] [4], in other words: assessing the compliance of past events by, for instance, annotated and querying logs. Others propose models for describing policies and prescriptions of the various data processing steps [5], [6]. We instead propose a model to bridge the gap between both the analysis and design, and the development and maintenance of information systems, and the various policies those systems should comply with. This allows analysts to better describe systems, more in particular in terms of the (types of) data used by their processes. Therefore, it enables to verify compliance with the necessary measures that need to be put in place during the analysis and design phases of a project.

Our solution relies on standardized Semantic Web technologies – the Web Ontology Language (OWL) [7] and the Resource Description Framework (RDF) [8] – to facilitate the integration of other models, ontologies and vocabularies.

The remainder of this paper is structured as follows: Section 2 provides a brief introduction to Data Flow Diagrams (DFDs); Section 3 presents our Data Flow ontology and exemplifies its use; Section 4 illustrates how one can avail vocabularies to enrich data flows for compliance analysis, demonstrating that our model is apt to tackle aforementioned gap between the analysis and design of services, and development; in Section 5 we present the related work and argue for the use of DFDs over workflow-oriented models; and finally, in Section 6, we summarize contributions and describe future work.

II. DATA FLOW DIAGRAMS (DFD)

Data Flow Diagrams “enable [one] to model how data flow through an information system, the relationships among the data flows, and how data come to be stored at specific locations. Data flow diagrams also show the processes that change or transform data.” [9] Figure 1 depicts the various elements of a component diagram:

- **Interfaces** are rectangles and represent the external entities or “actors” that engage with the system. They can send and receive data flows. In Figure 1, interfaces are the customer, the restaurant’s kitchen and the restaurant’s manager.

- Processes, shown as ellipses, process the data they receive as input and send output on to other DFD entities. A process always has at least one input and at least one output. In the example, there are processes for ordering food, updating the records and inventory, and producing management reports.

- Data stores, represented as rectangles with only a top and a bottom border, represent the places where data is stored (in any form) for other processes to consult. In Figure 1, there are two data stores that facilitate keeping track of the restaurant’s sales and inventory.

- **Data flows** are depicted as arrows and indicate data moving from one DFD entity to another. For example, in Figure 1, there is a data flow “order” that denotes the information submitted by the customer to the “Order Food” process.

![Figure 1 Example of a Data Flow Diagram (inspired from [9])](image)

The notation also has a set of rules including that interfaces and data stores should not be connected (a process needs to be modeled in the middle); data flows should have unique names; etc. Some notations allow processes to be decomposed into subprocesses and comes with its own set of rules such as balancing: “The conservation of inputs and outputs to a DFD process when that process is decomposed.” [9]

DFDs are not well suited for modeling a highly distributed system as services provided by other systems should be modeled as interfaces (i.e., an “actor” outside the information system) in a DFD. As DFDs are focused on data flows, however, one can consider the distributed system as one information system. This allows one to model the services as processes (owned by actors), even though the details of which may not be known to the modelers.

For the purpose of this paper, we limit ourselves to “simple” DFD diagrams and data flows that cannot be forked or merged. Our semantic model, which we will present in the next section, can be easily extended to support more complex DFDs.

III. THE DFD ONTOLOGY

This section presents an ontology for representing Data Flows. This ontology provides predicates to represent data flows and entities. We have decided not to include capturing the graphical representation of the diagram, as this does not pertain to the aim of analyzing the processes and flows. If this would be needed, one can easily add statements about the location, size, etc. of the various entities and flows with, for instance, WKT².

The ontology³ is implemented using OWL 2 [7]. The ontology has been made available with a CC-BY-4.0 license and published according to best practices and guidelines in the Semantic Web community. Documentation was generated using WIDOCO [10], which integrated LODE [11] and Web2VOWL [12]. The former generated documentation for the OWL ontology using its axioms and annotations, and the latter visualizes the ontology.

The ontology contains 4 disjoint classes: `dfd:DataFlow`, `dfd:DataStore`, `dfd:Interface`, and `dfd:Process`. `dfd:DataStore`, `dfd:Interface`, and `dfd:Process` are subclasses of `dfd:Entity`. There are two object properties relating Data Flows to DFD Entities: `dfd:from` and `dfd:to`. Both have `dfd:DataFlow` as the domain and `dfd:Entity` as range. All the components of a DFD diagram are named, for which we will reuse the rdfs:label predicate. All DFD entities and all data flows are supposed to have unique names in a diagram. Using Semantic Web technologies, this is a rule that is more difficult to impose. We, therefore, redefine this rule to state that all DFD entities and all data flows have a unique name and that these names are to be unique in the base or in the RDF graph they are used.

Given the DFD example of Figure 1, a snippet of the DFD’s representation in RDF is given below. In this snippet, the default namespace is `http://example.org/` and URI encoding

---

² WKT stands for Well-Known Text and is a markup language for representing geometric objects (https://en.wikipedia.org/wiki/Well-known_text)
³ https://w3id.org/dfd
was used for the URIs. The RDF was generated using an Eclipse plugin written for this study (see Figure 2).

```r
@base <http://example.org/> .
@prefix : <http://example.org/> .
@prefix dfd: <https://w3id.org/dfd#> .

:Customer a dfd:Interface ;
 rdfs:label "Customer" .
 <http://example.org/Order+Food>
a dfd:Process ;
 rdfs:label "Order Food" .
:Order a dfd:DataFlow ;
 rdfs:label "Order" ;
 dfd:from :Customer ;
 dfd:to <http://example.org/Order+Food> .
```

Listing 1 An RDF representation of the “Order” data flow between “Customer” (an interface) and “Order Food” (a process). Note that the RDFS namespace was omitted for brevity.

![Graphical DFD editor written in Eclipse](image)

Figure 2 Graphical DFD editor written in Eclipse

IV. KNOWLEDGE ORGANIZATION: TOWARDS ANNOTATING DFDs FOR COMPLIANCE ANALYSIS

The RDF data model allows one to easily add statements to a graph. Using the RDF that was generated (as explained in the previous section), one can extend the graph with 1) structured information about the data shared or stored, and 2) the purpose of data being processed. For both, we can avail of existing (often standardized) vocabularies.

To describe data that is used in a data flow or stored in a data store, we can:

- Use a reference to a vocabulary or ontology that can be used to describe the concepts and relations that will be used in a data flow or store.
- Avail of SPARQL Inferencing Notation (SPIN) [13] to represent SPARQL queries in a structured manner. Such structured descriptions of queries are suitable for describing flows from a data store to a process. Related work has shown that these representations can be used to interrogate these queries [14].
- Describe datasets with the RDF Data Cube Vocabulary [15], which also offers a vocabulary to prescribe a data sets’ “schema”. The VoID Vocabulary [16] allows one to describe Linked Data datasets and offers predicates for detailing where one can find the data, such as a SPARQL endpoint.

For capturing data processing purposes, we can adopt:

- The PAM ontology proposed in [17] relating purpose, dataset, and consent, with consent information limited to that what is stored by a system. Instances of dfd:Process can be directly linked to instances of pam:Purpose.
- An ontological “design pattern”, recently proposed in [6], for capturing the personal data captured in an organization’s privacy policy. This ontology provides predicates not only to describe the purposes for data processing, it also provides predicates for describing what data is collected, who it will be shared with, and how long it is retained for (amongst others). Combined with the ontology proposed in [5], one can interrogate the legal basis of a particular data processing activity.

It is clear that possibilities are vast, but the goal of this section is not to propose a governance framework in which all models are unified, which would be the subject of future work, but rather to demonstrate what is feasible.

A. An Example

We will use the simple example of using names and email addresses to send out newsletters. A part of a DFD capturing this process and its corresponding RDF are shown in Figure 3 and Listing 2. Note that the data flow containing the email to the customers (the interface, not the data store) has been omitted for brevity.

![DFD for the process of sending newsletters](image)

Figure 3 DFD for the process of sending newsletters

```r
:Customers a dfd:DataStore ;
 rdfs:label "Customers" .
 <http://example.org/Send+newsletters>
a dfd:Process ;
 rdfs:label "Send newsletters" .
 <http://example.org/names+and+email+addresses>a dfd:DataFlow ;
 rdfs:label "names and email addresses" ;
 dfd:from :Customers ;
 dfd:to <http://example.org/Send+newsletters> .
```

Listing 2 An RDF representation of the DFD in Figure 3

Let’s assume that the customer database is accessible via a SPARQL endpoint using FOAF⁴. The data flow can be anno-

---

⁴ [http://xmlns.com/foaf/0.1/](http://xmlns.com/foaf/0.1/)
tated with the SPARQL query for retrieving the foaf:name and foaf:mbox of customers. We will use SPIN to represent the SPARQL query and the predicate dfd:representedBy to relate the data flow and the query. This would look as follows:

```
# PREFIX foaf: <http://xmlns.com/foaf/0.1/>
# SELECT ?name ?email WHERE {
#  ?x foaf:name ?name .
#  ?x foaf:mbox ?email .
# }

<http://example.org/names+and+email+addresses>
  dfd:representedBy [ 
    sp:where [ 
      sp:subject _:b1 
      sp:subject _:b2 
    ] 
  ].
  _:b1 sp:varName "name"^^xsd:string .
  _:b2 sp:varName "email"^^xsd:string .
```

Listing 3 The SPARQL query and its corresponding SPIN representation. Notice how the URI of the data flow is connected to the query.

The GDPRV ontology\(^5\) proposed in [5] allows one to state RDF resources to be an instance of gdprov:PersonalData. We will use this ontology to state the two FOAF properties we use are such instances using rdf:type. Assuming that one can query the RDF representation of the data flows, its representation of the data, and information about its nature, the following SPARQL query allows an agent to find out whether a data flow is using personal data:

```
1. SELECT ?dataflow ?predicate WHERE {
2.  ?dataflow a dfd:DataFlow .
3.  ?dataflow sp:where/rdf:rest*/rdf:first
4.    [ sp:object ?object ;
5.     sp:predicate ?predicate ;
6.     sp:subject ?subject ].
7.  ?predicate a gdprov:PersonalData .
8. }
```

Listing 4 SPARQL query to list all personal data that data flows use. Note that the third line allows us to iterate over each of the triple patterns in the where clause. The rdf:rest\(^*\) in the property path will match with both the 0\(^{th}\) and 1\(^{st}\) occurrence of rdf:rest in our list.

The SPARQL query in Listing 4 only checks whether the predicates used are considering personal data. The query can be extended to check whether this holds true for other parts of the triple patterns. One example is to test whether the subject is an instance of personal data when the predicate is rdf:type. This shows that a set of SPARQL queries can be written to inform users of aspects to be taken into account.

B. Towards governance and a feedback loop

We demonstrated how enriched RDF representations of data flows can be used to engage with the services being designed. Those representations, when combined with the work, for example, proposed by [5], allows one to ask more complex questions such as: “What is the legal basis of using personal data for this process?” or “Are we allowed to use the personal data in an information purpose for a particular process?” These are the questions that appropriate data governance platforms need to answer. These models, when stored, can be furthermore used for reassessing processes whenever datasets, policies, etc. change. The models we propose have the potential to facilitate not only compliance analysis but also the impact of certain changes.

We emphasize that this facilitation will be achieved through integration with work proposed in for instance [3–5] (which includes support for formulating compliance), as the ontology is meant to bridge the gap between design, development, and monitoring. The integration of our approach and the models we adopted into a governance framework will be the subject of future work.

V. RELATED WORK

We briefly described related work on compliance analysis in Section I. In this section, we will describe the related work on representing processes with Business Process Model and Notation (BPMN) [18] and other initiatives for representing processes with ontologies and motivate our choice for DFDs.

A. DFD vs. BPMN

Before discussing the reasons for adopting DFDs, we first want to elaborate on the difference between Data Flow Modeling, and Business Process Modeling and Flow Charts.

As stated in Section II, Data Flow Diagrams depict the movement of data as data flows between external entities (called interfaces), and internal entities (processes and data stores) within an information system. Data Flow Diagramming is useful to describe a solution during the analysis phase of the systems development lifecycle (SDLC), and is not a detailed design for it. As [19] noted, DFDs focus on data and have no means to model decisions, branches, workflows, etc. DFDs thus provide a “snapshot” of all possible data flows within a system.

The Business Process Model and Notation, or BPMN [18], does provide constructs for modeling sequences with events support for branching and converging sequences (based on decisions). The notation is used to graphically model business processes. Similar to flowcharts and UML Activity Diagrams, the models are process-oriented with support for events and capturing the sequence of tasks. Indeed, the major difference between the arrows in DFD and BPMN models is that the arrows in the former denote the data being exchanged and the latter the order of tasks being executed. As BPMN proposes a

---

5 http://purl.org/adaptivecentre/openscience/ontologies/gdprov#
logical breakdown of processes, they are more suitable for the design phase of the SDLC.

In [20], the authors proposed sBPMN, an ontology to serialize BMPN. Much like the purpose of our study, their aim was to enrich models, in their case with Semantic Web Services. While we are aware of these ontologies, we have adopted DFDs for two reasons. First, DFDs are used primarily during the analysis phase; they primarily focus on the data flows and provide a more abstract view of the process that a system should support. Secondly, we deem the data-centric perspective on a system more suitable for our approach; we are concerned with the data used by processes at any given time rather than a logical breakdown of processes that use that data. In DFDs, we are able to annotate both the data being exchanged (the data flows are explicit) as well as the data stores.

Although BPMN does provide support for so-called data objects and data store references (which can be associated with tasks in processes), the modeling focus is on the processes and less on the data. In addition, their representation clutters and complicates the model. For instance, when one process’ output is another process’ input, there is a need for additional arrows pointing to and from the data object to indicate input and output. This is demonstrated in Figure 4. This makes the models less suitable for analysis, as modeling at the same time processes and data is cognitively harder.

![Figure 4 Tasks where one’s output is the other’s input in BPMN](image)

Therefore, given the purpose of this study – representing and annotating data and information flows – we deem DFD diagrams more appropriate. However, the types of annotations proposed in this study can also be applied to BPMN models.

B. Relation with other Vocabularies

We already discussed the difference between our model and sBPMN in the previous section. In this section, we will discuss existing vocabularies. The vocabularies in this section all share some notion of “process”, “activity” or “task”.

A popular vocabulary for describing activities is provided by the Provenance Ontology PROV-O [21]. PROV-O allows one to represent provenance information in terms of activities, entities and agents. It is important to note that PROV-O is used to capture the provenance information of things that have happened in the past, that is why quite a few predicates are written in a past tense (e.g., prov:wasGeneratedBy). While PROV-O had a predicate to relate activities to a plan, it did not allow for plans to be described. This was provided by P-PLAN [22], which extended prov:Plan to be related with steps, which in turn correspond with activities. Both PROV-O and P-PLAN where then reused by OPMW [23], which allowed one to create workflow-templates, and instantiations thereof, of scientific processes (publishing an article, generating results, etc.). Not only is OPMW domain specific, the models that one can create with this ontology focuses on workflows, much like BPMN. We do note that the ontology proposed in this paper can be aligned with PROV-O when there would be a need to create instances of dfd:Process that are also instances of prov:Activity, which may be an opportunity in the future.

Furthermore, in bioinformatics an ontology for detailing workflows in that domain has been proposed [24], [25] proposed an ontology for modeling ontology engineering workflows in the Protégé 6 ontology development environment. While generic enough for various ontology engineering projects and methodologies, it is fit for a specific type of project only. In [26], the authors proposed semantically annotating the manipulation and analysis of data in data processing “pipelines”. Their efforts are much closer to the execution level of a particular data processing purpose. For this reason, we deem their contribution complementary, as the “implementation” of processes happen after the design process.

We can conclude that – to the best of our knowledge – semantic models to describe processes are not manifold, often focus on the workflow, and are at times domain specific or close to an execution model. We have, while looking into related work, not taken into account initiatives concerned with projects such as DOAP7, as the constructs they provide are too superficial.

VI. CONCLUSIONS AND FUTURE WORK

The increasing pressure for organizations to be compliant with various regulations and policies provided the motivation for this study. As organizations need to demonstrate that their data processing activities (which evolve over time) are compliant (e.g., with GDPR), they can benefit from semi-automated processes that facilitate compliance processes.

In this study, we argued that there is a disconnection between appropriate techniques for analyzing services, such as Data Flow Diagrams, and the development and maintenance of these services. We therefore proposed an ontology for representing Data Flow Diagrams, of which its instantiations can be extended through semantic annotations. Our ontology is grounded in the RDF model – be extended with structured descriptions of information (queries, datasets, databases, etc.) shared between Data Flow entities. We believe that this approach brings us closer to semi-automated compliance analysis at design time. The contributions of this work can be integrated in data governance frameworks where the roles and responsibilities of stakeholders are stored, which is the subject of future work.

---

6 https://protege.stanford.edu/
7 Description of a Project (DOAP) vocabulary: http://usefulinc.com/ns/doap
A current limitation of our ontology is the lack of support for functional decompositions of processes. While not necessary, such function decomposition does allow service designer to separate concerns and keep diagrams tidy. To support functional decomposition the ontology needs to be extended. The extension would require relations between processes and its children as well as set of constraints to validate models. As checking balanced DFDs is outside the capabilities of OWL, these will have to be written in a constraint language such as SHACL [27]. Finally, we foresee aligning our model with workflow-oriented models by integrated existing work, such as sBPMN [20], as to provide support for both analysis and design phases in the systems development life cycle.
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