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Abstract

Rationale: The ability to predict voluntary turnover is crucial for every company to prevent a broad range of financial losses. This prediction is usually based on time-consuming surveys with low response rates.

Purpose: The research question of this paper is whether the available data in the Human Resources system can result in reliable turnover predictions without supplementary survey information.

Methodology: In the present paper a logistic regression model is introduced for analyzing turnover. The methodology is illustrated on a real life dataset of a Belgian branch of a private company. The model performance is evaluated by the AUC measure.

Findings: It can be concluded that data in the personnel system indeed leads to valuable predictions of turnover.

Practical implications: The presented approach brings determinants of voluntary turnover to the surface. The results yield useful information for Human Resources departments. The logistic regression results in a turnover probability at the individual level. With the dataset based approach, each company can, immediately, ascertain their own turnover risk.

Originality: The study of a data driven approach for turnover investigation has not been done so far.
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1. Introduction

Predicting voluntary turnover and turnover intentions is an important topic of study. Maintaining long-term skilled employees is crucial for every company (Carmeli and Weissberg, 2006). Also, voluntary turnover of employees can cost the organization over one and a half times the employee’s annual salary, if overall costs are taken into account such as reassigning tasks, recruiting, and training replacements (Perryer et al., 2010). Next, it has been shown that companies with a high voluntary turnover rate have significantly lower performances than their rivals (Felps et al., 2009). This may easily endanger a company’s future opportunities in the marketplace (Sexton et al., 2005).

Employee turnover can be situated in the domain of manpower planning. Manpower planning models, based on estimations of transition probabilities characterizing employee mobility, are used to predict future staff compositions. These predictions are necessary to ensure that the right people will be available at the right positions at the right times (Bartholomew et al., 1991; Khoong, 1996). To this end, both internal and external transitions should be taken into account. There are two types of external transitions: incoming external transitions and outgoing external transitions. The latter can be referred to as wastage. According to Bartholomew et al. (1991), manpower wastage is the most fundamental issue in manpower planning due to the fact that wastage creates vacancies, and therefore provides opportunities for promotion and recruitment (Ugwuowo and McClean, 2000). Successful manpower planning will thus depend to a great extent on describing and predicting wastage within a company (Ugwuowo and McClean, 2000). This paper will focus on predicting external voluntary outgoing transitions, i.e. if the employee decides to leave the company voluntary. This type of wastage is referred to as voluntary.
turnover. Voluntary turnover is the most problematic issue for companies, since this decision is out of the company’s control (Sexton et al., 2005). To gather insights on voluntary turnover, often, turnover intention is investigated. Turnover intention is “the behavioral tendency of employees to attempt to leave their work organization, which may lead to actual turnover” (Chen et al., 2014).

Research on voluntary turnover and turnover intention is mostly based on survey data (see e.g. Carmeli and Weisberg (2006); Chen et al. (2014); Crossley et al. (2007); Felps et al. (2009); Krau (1981); Sirola (1998); Mitchell et al. (2001); Nyberg (2010); Oshagbemi (2000); Ramesh and Gelfand (2010); Singh and Schwab (2000); Sirvanci (1984)). Analyzing actual turnover requires longitudinal data to see whether the employee left in a certain time span. This is why, in many cases, turnover intention, and not actual turnover, is investigated. Performing a survey is also very time-consuming and often results in low response rates, which makes it difficult to draw generalized conclusions. Furthermore, a survey is mostly restricted to a certain company (or sector). However, different determinants will come to the surface across various companies (sectors) (Carmeli and Weisberg, 2006).

In the last decade, organizations have been gathering more and more data, which is not being used, thus far, to its full potential. Human Resources departments thus have a wide variety of data at their disposal (Harris et al., 2011). In research for customer churn, data mining tools are used to extract useful information from the dataset (Verbeke et al. (2011)). In doing so, organizations are able to answer ‘business questions that have been traditionally too time-consuming to solve’ (Hung et al., 2006). Customer churn is a very similar phenomenon to employee turnover. The present paper advocates a study of a data driven approach for turnover investigation, which has not been done so far.

In the last decade, there has been a growing interest in HR analytics. This type of research is
mostly focused on predicting future economic value of companies (Jac, 2010). According to Angrave et al. (2016), the development of HR analytics is blocked by ‘a lack of understanding of analytical thinking by the HR profession’. The authors state that a different approach to HR analytics is needed. This all starts with the question of how an existing personnel dataset can be used in a meaningful way to inform HR practice.

The current paper aims to develop a methodological approach to investigate and predict turnover by analysing the available data in a Human Resources database, without additional surveys. The goal of the paper is to more fully utilize the available data for predictive purposes. The advantage of the dataset based approach is that it enables the investigation of turnover (not turnover intention), and its determinants, based on longitudinal data. Also, no supplementary data collection is needed and a much larger group of employees is observed. We acknowledge, of course, the importance and need for surveys to investigate the underlying psychological reasoning of employees for turnover, and for understanding certain phenomena. The data driven approach that is offered in this paper can be used in a complementary way by companies to ascertain risk groups and study turnover within their own organizations.

The present paper is outlined according to a typical data mining framework used for customer churn (Hung et al., 2006). First, raw data in a Human Resources database is evaluated: the variables - present in the dataset - that can be used to predict turnover are identified. To this end, section 2 consists of an overview of factors that have been found to influence turnover through survey data. Second, the data is extracted and transformed for the chosen model. In section 3 and 4, a discussion follows on the choice of a suitable model for predictive analysis of turnover. Third, the model needs to be evaluated, therefore, section 5 elaborates on model evaluation. Lastly, the obtained results need to be interpreted. In section 6, the useful tools will be illustrated and compared through a real-life dataset. In section 7, limitations and further
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research are discussed.

2. Factors influencing turnover

In this section, the variables in the dataset are identified that can be useful to differentiate between ‘leavers’ and ‘stayers’ in the company.

A general Human Resources dataset consists of typical demographic factors (gender, age, marital status, etc) and work specific factors (seniority, pay, work percentage, etc). In literature, various demographic and work specific factors have been shown to influence employee turnover. However, the direct link of these factors to turnover is not always established, often turnover intention is investigated. Also, certain demographic and work specific factors effect job satisfaction and organizational commitment, which in turn, influence turnover. These factors, therefore, have an indirect link to turnover.

2.1 Direct link to turnover intention and turnover

Gender. In their meta-analysis, Griffeth et al. (2000) found a similar turnover rate for men and women. This appeared to be even more equal for higher educated women. Older women, however, had a lower turnover rate. In a literature review on teacher mobility, Grissom et al. (2016) conclude that in past research women were generally found to have a higher turnover rate than men. However, they found the opposite to be true in more recent research.

Age. Pitts et al. (2011) showed that turnover intention first increases and then, at a certain age decreases again. However, in most other research, turnover intention is found to be negatively related to age (for the entire life span) (Griffeth et al., 2000; Carmeli and Weisberg, 2006; Ng and Feldman, 2009). Remarkably, for teachers, the relationship between age and turnover was found to be U-shaped (Grissom et al, 2016).

Seniority. Griffeth et al. (2000) state that age is often studied in interaction with seniority. They
also find that a shorter length of service leads to a higher turnover intention. Job instability during the first years of employment was found to be significant by Singh and Schwab (2000). Furthermore, a low average level of seniority from previous jobs, and thus a high frequency of job hopping, is a strong indicator that the employee will be unlikely to stay for a long period of time (Singh and Schwab, 2000).

*Pay.* In research from Sirola (1998), it became clear that pay satisfaction has a direct effect on turnover intent. However, not only the quantity of compensation is important, but also pay growth. In their meta-analysis, Griffeth et al. (2000) discuss the effect of pay and pay satisfaction. They found the effect size on turnover to be more modest than how it is normally conceived in literature. Employees should most importantly have a feeling of fairness in regards to their pay. A more recent study among Chinese managers by Guan et al. (2014) found that pay was negatively related to turnover intention.

*Marital status.* Marital status, number of children and responsibilities that come along with having a family, may also have an influence on turnover, since these family responsibilities create a need for stability (Krau, 1981). This is also confirmed by a meta-analysis from Griffeth et al. (2000). Moreover, Griffeth et al. (2000) wrote that the interaction between the family responsibility variables and gender might also have a predictive value. Indeed, Valcour and Tolbert (2003) state that, among dual-earning couples, women are more likely to turnover than men.

*Nationality.* According Williams and O'Reilly III (1998), employees belonging to a racial minority in a company will have a higher rate of turnover. Griffeth et al. (2000), however, do not reach unambiguous findings after combining the outcomes of different studies. They find no decisive effect of nationality on turnover. This varying effect was confirmed by Grissom et al. (2016).
2.2 Indirect link through job satisfaction and organizational commitment

Job satisfaction, together with organizational commitment, are the two most frequently studied influences on turnover (Allen and Meyer, 1996; Mitchell et al., 2001; Meyer et al., 2002). Job satisfaction can be conceived of as a ‘multi-dimensional concept that includes a set of favourable and unfavourable feelings by which employees perceive their job’ (Garcia-Bernal et al., 2005). This satisfaction is influenced by personal characteristics of the employee and characteristics of the job itself (Garcia-Bernal et al., 2005). Organizational commitment consists of affective, normative and continuance commitment to the company (Allen and Meyer, 1996; Ito and Brotheridge, 2005; Perryer et al., 2010). Affective commitment relates to the emotional attachment which is formed by sharing values with the organization and members of the organization (Allen and Meyer, 1996; Perryer et al., 2010), whereas normative commitment is a sense of obligation towards the company. Continuance commitment comes from the employee’s perception of having no alternatives to continuing to work for the current company and the recognition of costs related with leaving the organization (Allen and Meyer, 1996; Perryer et al., 2010). Mitchell et al. (2001) introduce the term ‘job embeddedness’. This term represents a broad set of influences on employee retention, containing links to and fit in the organization or community and including sacrifices that will need to be made when leaving a job (e.g. giving up benefits, colleagues, etc.). Research among U.S. federal employees from Pitts et al. (2011) also found that work-place satisfaction plays the largest role in predicting turnover intentions.

Next, the demographic and work specific factors that influence job satisfaction and organizational commitment are discussed, and thus indirectly effect voluntary turnover.

Gender. D’Addio et al. (2007) performed an analysis on the determinants of job satisfaction.
They found that the determinants of reported job satisfaction differ between genders. This difference is widely studied (Bender and Heywood, 2006; Cohrs et al., 2006; D’Addio et al., 2007; Garcia-Bernal et al., 2005). Women are generally characterised by a higher job satisfaction (Bender and Heywood, 2006). For men, important determinants of job satisfaction are employer provided training, gross hourly wage, good health (measured by number of nights spent in a hospital) and working full-time instead of part-time (D’Addio et al., 2007). For women, the only significant determinant for job satisfaction found by D’Addio et al. (2007) was employment in the public sector. This gender difference was also perceived by Cohrs et al. (2006). In a recent cross-national study by Hauret and Williams (2017), in only 3 of the 14 studied countries women were found to report a significant higher job satisfaction than men.

*Age.* Job satisfaction is generally believed to have a linear relationship with age (Kalleberg and Loscocco, 1983). Clark et al. (1996), however, found that job satisfaction has a U-shaped relation to age. If other control variables are left out, they noticed a decline until the age of 31, after which point it picks up again. Later, in their meta-analysis, Ng and Feldman (2010), found a positive relationship between age and job satisfaction. They did, however, find a negative relation to satisfaction regarding promotion possibilities. The latter can be explained because older workers believe they have fewer promotion opportunities. Nevertheless, older workers are overall found to be more satisfied with their jobs than younger works (Ng and Feldman, 2010; Zacher and Griffin, 2015).

*Seniority.* In the previous section, it became clear that a low seniority is a strong indicator for turnover. A study from Oshagbemi (2000) links the level of job satisfaction to the length of service. Moreover, important determinants found in this research were autonomy (see also Skaalvik and Skaalvik (2014)), participatory leadership and qualification possibilities, which usually grow along with seniority. This is enforced by Garcia-Bernal et al. (2005), who identify
‘personal development on the job’ to be influential. Wright and Bonett (2002) state that employees that just start working in a company are very motivated and try to strengthen the commitment to the organization. However, they might quickly become disillusioned if the job does not turn out as they expected. This suggests a U-shaped relation, analogous to the age-job satisfaction relationship.

Pay. Artz (2008) found that pay based on individual performances in big firms increases job satisfaction for male employees, since men are more competitive than women. According to Sirvanci (1984), a perceived low salary is one of the main reasons for turnover. Moreover, Nyberg (2010) found that even employees with high job satisfaction will be more likely to leave if they experience a low pay growth.

Nationality. The employee’s nationality and culture are important antecedents for job satisfaction (Yousef, 2000; Al-Aameri, 2000). If the company culture is closer to the employee’s culture this will influence job satisfaction and strengthen organizational commitment.

Work percentage. Higgins et al. (2000) found that part-time work avoids the work-family conflict for women, and thus increases job satisfaction. Also, both job satisfaction and organizational commitment raise when flexible working hours are offered in a company (Scandura and Lankau, 1997). For men, job satisfaction was found to be higher for full-time workers than for part-time workers (D’Addio et al., 2007).

Sector. The field of employment also proved to be important, as a difference was found in the public and private sector (D’Addio et al., 2007). It also appeared that qualification possibilities and development were less important in the public sector to achieve job satisfaction (Cohrs et al., 2006).
Workload. Cohrs et al. (2006) found another important but less measurable factor to be workload and the stress evoked by it. This is especially the case in certain work areas such as teaching in a school or academic environment (Collie et al., 2012). In a meta-analysis on job satisfaction for nurses, Zangaro and Soeken (2007), find that job stress correlates most strongly to job satisfaction.

Education level. A factor that influences affective commitment found by Ito and Brotheridge (2005) is career adaptability (i.e. providing opportunities for personal development and promotion). Employees with a higher education level generally have a higher career adaptability. This adaptability can reduce turnover and also reinforces normative commitment. It can, however, work the other way, since employees might discover their own market value and perceive options in other companies (Ito and Brotheridge, 2005). Continuance commitment, on the other hand, is reached in economically difficult times, when an employee lacks alternatives (Perryer et al., 2010). Also, managers should give extra attention to higher performers, since they will even resign in economically difficult times (with low employment rates) when pay growth is slowed, since these employees are still confident that they can find a better job (Nyberg, 2010).

Health. In their meta-analysis, Faragher et al. (2005) combine the outcomes of almost 500 studies on the relationship between job satisfaction and health. The causal relationship between these two cannot always be inferred. However, the authors do find a strong correlation between job satisfaction and mental and physical health of the employee.

Home-work distance. The duration of the commute (Sirgy et al., 2008), as a result of the work-home distance, is negatively related to job satisfaction. Job satisfaction will be improved with less commuting time, where this can be the cause of living closer by or having the possibility to work from home. A meta-analysis by MacDonald (1999) points out that especially women
face commuting issues, caused by their household responsibilities.

It can be concluded that job satisfaction and organizational commitment cannot be measured directly from an HR database. However, they are influenced by a great deal of factors that can be measured and which are present in the database, as is illustrated in Figure 1. The variables in the dataset will have a direct and/or indirect influence to employee turnover.

![Diagram showing how variables in the dataset influence employee turnover](image)

**Figure 1:** Indirect relationship to turnover as studied in literature (grey). Direct relationship to turnover as studied in the present paper (black).

### 3. Predictive analysis

The previous section discussed factors that influence turnover. These factors will be critical in predicting whether an employee will decide to leave. To be able to choose a technique that leads to reliable predictions, first, techniques that have already been applied in turnover studies will be discussed. Next, a discussion follows on techniques that have been used for customer churn prediction in order to assimilate the approaches to turnover analysis.

Wang et al. (2011) state that human resources information management should be strengthened by using inside enterprise (i.e. company and employee specific information) and outside
enterprise information (i.e. economical circumstances) about the employees’ situation. A conceptual framework is given for a decision support system based on turnover knowledge. They provide a very useful evaluation model for employee turnover risk, where both inside and outside factors are taken into account. Since the authors do not elaborate on methodology and application of the framework, they encourage further study of suitable mechanisms. In this paper, the theoretical framework is extended by providing a methodology.

Sexton et al. (2005) focus on a neural network approach to predict turnover. They use a neural network algorithm which has been found to be a successful prediction tool for a variety of fields. The algorithm makes it possible to see which inputs in the dataset are actual predictors for turnover by assigning weights to each variable. If the weight is set to zero by the algorithm, the variable is said to be non-relevant for the outcome variable. However, since a random seed is set to start the algorithm, it may yield different results when run multiple times (Sexton et al., 2005). Sexton thus let the algorithm run 10 times to determine which variables are important. In the end, only 2 variables were found to have predictive value: salary and work percentage (full time vs. part time). So, the question rises as to whether small effects from other variables are neglected by this algorithm. This question remains unanswered since neural networks are so called ‘black boxes’: it is unclear what happens inside the algorithm. This is often viewed as a disadvantage. Also, from the previous section, it became clear that many other factors can have an influence on turnover, which leads to the investigation of other predictive methods.

When it comes to managing customer churns, companies are interested in predicting which customers are more likely to churn and which incentives they should use to influence customers to stay (Neslin et al., 2006; Verbeke et al., 2011). Neslin et al. (2006) studied which methodological approaches work best for predicting customer churn. It appears that logistic
regression and decision trees are the most common estimation techniques. Verbeke et al. (2011) provide an overview of literature on churn prediction modelling. From this overview, it is also clear that logistic regression and decision trees are one of the most frequently used techniques for churn prediction. Other distribution functions might be proposed for the analysis of a dichotomous outcome variable other than logistic distribution. Important reasons to choose a logistic distribution are: that it is a flexible and easily used function (Hosmer and Lemeshow, 2004), the model parameters make meaningful estimates possible, and it is a well-known technique used in many marketing applications (Neslin et al., 2006).

Therefore, in this paper, a logistic regression model is applied for turnover analysis.

4. Turnover predictive analysis techniques

The goal of this paper is to show that voluntary turnover can be predicted using a priori only data available in a Human Resources database and no supplementary information from surveys. Table 1 shows an example of an extract from a HR database consisting of data from several years. Each year consists of information characterising every employee in the system and whether or not the employee voluntarily left the company. This is called a case in the dataset.

<table>
<thead>
<tr>
<th>Year</th>
<th>ID</th>
<th>Sex</th>
<th>Marital Status</th>
<th>Age</th>
<th>Seniority</th>
<th>Grade</th>
<th>Work%</th>
<th>Left</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>135</td>
<td>Male</td>
<td>Single</td>
<td>41</td>
<td>15</td>
<td>2</td>
<td>100</td>
<td>No</td>
</tr>
<tr>
<td>2013</td>
<td>135</td>
<td>Male</td>
<td>Single</td>
<td>42</td>
<td>16</td>
<td>2</td>
<td>100</td>
<td>Yes</td>
</tr>
<tr>
<td>2012</td>
<td>136</td>
<td>Female</td>
<td>Divorced</td>
<td>35</td>
<td>9</td>
<td>1</td>
<td>80</td>
<td>No</td>
</tr>
<tr>
<td>2013</td>
<td>136</td>
<td>Female</td>
<td>Divorced</td>
<td>36</td>
<td>10</td>
<td>1</td>
<td>80</td>
<td>No</td>
</tr>
<tr>
<td>2014</td>
<td>136</td>
<td>Female</td>
<td>Divorced</td>
<td>37</td>
<td>11</td>
<td>1</td>
<td>80</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 1: Extract example from a Human Resources database.

In what follows, it is specified in which way logistic regression can be used on a HR database.
4.1 Logistic Regression

Regression methods have become an integral component of any data analysis concerned with describing the relationship between a response variable and one or more explanatory variables (Hosmer and Lemeshow, 2004). Therefore, regression analysis can be a key in determining which characteristics have an influence on transition behavior of employees in a company. Logistic regression analysis can be used to evaluate the relationship between the observable factors and the turnover probability. If $Y$ is the probability of a ‘yes’ for a given set of predictor variables $X_1, X_2, \ldots, X_p$ the logistic regression model prescribes that (Hosmer and Lemeshow, 2004)

$$
\hat{Y} = \frac{e^{\beta_0 + \sum_{i=1}^{p} \beta_i X_i}}{1 + e^{\beta_0 + \sum_{i=1}^{p} \beta_i X_i}}
$$

In the context of turnover analysis, the dichotomous variable $Y$ will result in the probability of voluntary leaving $\hat{Y}$.

5. Model evaluation

The performance of the logistic regression model will be evaluated with the AUC-measure. This measure is ‘especially useful for domains with skewed class distribution’ (Fawcett, 2006). Since the dataset is unbalanced in regards to voluntary turnover, the estimated turnover probabilities are generally low. The idea of the predictive model is that HR managers can target employees with retention strategies who have a turnover probability above a certain threshold (e.g. 30%), which is considered ‘too high’.

The logistic regression leads to individual turnover probabilities for each of the employees. This means that a function $m : X \rightarrow [0, 1]$ is obtained which maps a case in the
dataset to the probability of leaving the company. A case $x \in X$ is an array of factors that represents an employee in the company at a given time. However, to evaluate the model, the resulting probabilities should be compared to the binary outcome 0 or 1, which indicates whether the employee actually left or not. In order to do so, a classifier is needed that maps a case to 0 or 1 depending on the estimated probability. A model can be converted to a classifier by choosing a certain threshold value $t$. Given an estimated probability $s = m(x)$, the case is classified in class 1 if $s > t$, and in class 0 otherwise (Hernandez-Orallo et al., 2012). The choice of the threshold will lead to a discrete classifier that maps a case to 0 or 1 depending on the estimated probability.

Instead of 0 and 1, classes are often labelled with $P$ and $N$ (Fawcett, 2006), which respectively stand for positive and negative. With these labels the possible outcomes of the classifier can be easily described. There are four possible outcomes of a classifier. If the case is positive and is classified as positive, it is said to be a true positive; if it is classified as negative, it is said to be a false negative. If the case is negative and is classified as a negative, it is called a true negative; if it is classified as a positive, it is called a false positive.

<table>
<thead>
<tr>
<th>True Class</th>
<th>$P$</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Predicted Class</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P$</td>
<td>True positive</td>
<td>False positive</td>
</tr>
<tr>
<td>$N$</td>
<td>False negative</td>
<td>True negative</td>
</tr>
</tbody>
</table>

*Table 2: Possible outcomes for a classifier.*

The performance of the classifier can then be evaluated with several measures. The true positive (tp) rate or sensitivity of the classifier is the proportion of positives that have been correctly classified. The false positive (fp) rate of the classifier is the proportion of negatives
that have been classified as positives (Fawcett, 2006; Hernandez-Orallo et al., 2012). Another common term is specificity which is defined as 1–fp rate. For a certain threshold the rates tp and fp can be presented as a couple in the two-dimensional ROC (receiver operating characteristics) space. In ROC space the fp rate is plotted on the X-axis and the tp rate on the Y-axis. Calculating the rates for each possible threshold $t \in [0,1]$ leads to a ROC curve. The diagonal line $y = x$ represents a classifier that would randomly guess a class (Fawcett, 2006). The ROC curve of a good classifier should thus lie above this line.

The ROC performance can also be reduced to a single scalar value by calculating the area under the ROC curve (AUC) (Fawcett, 2006). A classifier that performs better than random guessing thus has an AUC-value above 0.5. A perfect classifier will have 1 as AUC-value. The AUC-value can be used to evaluate the performance of a classifier, but can however not be used for direct model comparison (Ferri et al., 2011; Hand and Anagnostopoulos, 2013).

6. Illustration

The illustration is made on a dataset from a Belgian branch of a private company that specializes in HR solutions. The turnover probabilities for their own employees are investigated. The dataset consists of 13484 cases, representing 4041 individuals over the time frame 2006 to 2016, with the following variables:

- Demographic information: gender, age, seniority, marital status, number of children, education and nationality. The variable marital status is recoded to a dichotomous variable Partner (Yes or No). The variable education is used as a dichotomous variable where 0 = “Secondary school” and 1 = “Higher education” (BA/MA/PhD). Lastly, nationality is also used as a dichotomous variable where 0 = “Belgian” and 1 = “Other”.
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- Work specific information: salary, company car (Yes or No), company phone (Yes or No), internet at home (Yes or No) (which are all measures for pay), number of sick days in that year (measure for health) and work regime. The value work regime is an integer ranging from 4 to 40, being the number of hours an employee has to work according to his/her contract.

A logistic regression model was built through forward backward selection of the variables (Hosmer and Lemeshow, 2004). The time frame of the obtained data is 2006 to 2016. For the analysis, the data is pooled over these years. This is done for multiple reasons. The first reason is to be able to fully utilize all the obtained information. If the regression is built on 1 year only, the number of voluntary leavers is not high enough to find a pattern within the leavers, because a dataset will generally be severely unbalanced in regards to the stayer-leaver rate. Second, the goal of this paper is to find the objective factors that lead to voluntary turnover over the course of several years – factors that are not dependent on a certain economic situation in any particular year. However, environment and time changes can have an influence on turnover decisions as well. Therefore, to check for possible environment changes in the pooled dataset a time dummy was included, once with reference year 2006 and reference year 2016. From this analysis, it appeared that 2 year groups can be formed in this dataset. In the first year group (2006,2010,2012,2013,2014), there was a significant lower turnover rate than in the other year group (2007,2008,2009,2011,2015,2016). However, building the regression model for both year groups separately resulted in the following findings: (1) the majority of variables remain significant (2) the signs of the coefficients are the same as in the pooled regression. Therefore, in the regression model below, all years are pooled.

A variety of variables from the dataset are highly significant for the prediction of turnover as can be seen in Table 3.
### Regression Results

| Variable          | Estimate | Std. Error | Z value | Pr(>|z|) |
|-------------------|----------|------------|---------|---------|
| (Intercept)       | -2.021   | 3.297e-01  | -6.129  | 8.85e-10 *** |
| SexWoman          | -0.3664  | 5.782e-02  | -6.336  | 2.36e-10 *** |
| Age               | 0.0112   | 5.342e-03  | 2.096   | 0.0361   * |
| Seniority         | 0.3180   | 4.893e-02  | 6.500   | 8.04e-11 *** |
| PartnerYes        | -0.3075  | 5.623e-02  | -5.469  | 4.53e-08 *** |
| NationOther       | 0.4862   | 9.645e-02  | 5.041   | 4.64e-07 *** |
| Salary            | -0.00026 | 6.382e-05  | -4.151  | 3.31e-05 *** |
| Regime            | 0.03827  | 6.870e-03  | 5.571   | 2.53e-08 *** |
| CarYes            | 0.8544   | 1.703e-01  | 5.018   | 5.23e-07 *** |
| PhoneYes          | 0.2934   | 6.738e-02  | 4.355   | 1.33e-05 *** |
| Seniority:Age     | -0.01006 | 1.338e-03  | -7.521  | 5.42e-14 *** |
| CarYes:Salary     | 0.00029  | 7.271e-05  | 4.009   | 6.10e-05 *** |

Table 3: Regression results (Significance codes: 0.0001 ‘***’, 0.001 ‘**’, 0.01 ‘*’)

The ROC curve of the regression method lies above the diagonal line as can be seen in figure 2. The area under the ROC curve is 0.7432, so the dataset does indeed hold characteristics with valuable predictive information for turnover.
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*Figure 2: ROC curve of the logistic regression method. (AUC = 0.7432)*
In what follows, the relations between the dependent and independent variables are addressed. First, the independent variables are discussed which have a similar relationship to the dependent variable as expected in literature. According to the model women have a lower turnover probability. In literature, it has indeed been indicated that gender has an effect on job satisfaction (Bender and Heywood, 2006; García-Bernal et al., 2005), in that women are usually more satisfied. This higher satisfaction results in a lower turnover intention and thus a lower turnover rate. Next, increasing seniority and age, as found in literature, causes a decrease in turnover probability (Sivranci, 1984; Singh and Schwab, 2000; Carmeli and Weisberg, 2006; Pitts et al., 2011). From the regression results it is clear that at first, turnover probability increases with increasing seniority until the employee has a length of service of about 5 years, at which point it decreases. The current dataset thus leads to similar results found by Clark et al. (1996). This is illustrated in figure 3.

![Turnover probability as seniority increases](image)

*Figure 3: Turnover probability in relation to seniority for men and women.*

Employees without a partner have a higher turnover probability than people with a partner. This is an expected result, as employees without a partner do not have the responsibility to provide stability for their partner (Singh and Schwab, 2000). In literature it is stated, however,
that women among dual-earning couples are more likely to turnover (Valcour and Tolbert, 2003), in the current dataset this interaction effect was not significant.

Employees with a lower work regime have a lower turnover probability than employees with a higher work regime. This can be explained through the fact that employees in a lower work regime usually have a better work-life balance and a lower stress level (Higgins et al., 2000). For work regime, the interaction effect with gender was investigated as well, since full-time working men were found to be more satisfied (D’Addio et al., 2007). However, the analysis did not confirm a significant result for the interaction effect.

The effect of nationality on the dependent variable is also in line with literature. Non-Belgian employees have a higher turnover probability. This can be due to a lower organizational commitment (Yousef, 2000) and cultural differences (Williams and OReilly III, 1998; Al-Aameri, 2000).

An unexpected result of the regression analysis is the effect of the company car. A higher salary and higher pay satisfaction result in a lower turnover probability according to literature (Griffeth et al., 2000; Artz, 2008). In the dataset of the studied company, higher salary does indeed lead to lower turnover, while a company car does not.

However, an interaction effect between car and salary was found significant. In the case of higher salaries: out of 2 similar employees with the same salary, the employee with the company car will have a higher turnover probability than the employee without a company car. However, employees with lower salaries and a company car do have a lower turnover than employees with the same salary and no car (see figure 4, the cut off point lies around €2800 monthly gross salary). This unexpected result can be partially explained by the Human Resources department of the studied company. Employees with a company car and a higher salary are high performing employees with a high market value. Employees with a high market
value can often find better job options or receive better job offers (Ito and Brotheridge, 2005; Nyberg, 2010).

This section is concluded with a table that gives an overview of the variables that were found (not) significant in the dataset for predicting turnover.

<table>
<thead>
<tr>
<th>Significant</th>
<th>Not significant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Number of children</td>
</tr>
<tr>
<td>Age</td>
<td>Education</td>
</tr>
<tr>
<td>Seniority</td>
<td>Internet at home</td>
</tr>
<tr>
<td>Partner</td>
<td>Number of sick days</td>
</tr>
<tr>
<td>Nationality</td>
<td></td>
</tr>
<tr>
<td>Salary</td>
<td></td>
</tr>
<tr>
<td>Work percentage</td>
<td></td>
</tr>
<tr>
<td>Company car</td>
<td></td>
</tr>
<tr>
<td>Company phone</td>
<td></td>
</tr>
</tbody>
</table>

*Table 4: Overview of significant and not significant variables in the dataset.*

7. **Theoretical implications**

It can be concluded that the available data in a company is indeed resourceful for predicting turnover. An important advantage of a dataset based approach is the fact that determinants for actual turnover and not for turnover intention are investigated. Most surveys
are performed on employees that currently work in a company and thus give information at the moment of the conducted survey. A longitudinal study is in this case necessary to see which employees leave the company after the survey has been conducted.

Research regarding turnover determinants can now be more developed by combining this data driven approach with existing methodologies.

8. Practical Implications

Notwithstanding the fact that each case of the dataset represents a person and consequently, can never be captured entirely by pure raw data, a Human Resources department can use this methodology as a barometer. Departmental managers can use the results of the database analysis to set up interviews with certain risk groups, in order to prevent turnover. Using the logistic regression obtained from the database, the probability of voluntary turnover for each individual employee can be calculated. Next, HR managers can determine a threshold for the probabilities above which they want to target employees with retention strategies. The information can moreover be used for recruitment purposes. Also, certain company measures can be re-evaluated (e.g. the company car in the current dataset that seems to have a reverse effect than would be intuitively suspected), and further investigated.

A recommendation for companies is to expand the database as much as possible and include extra variables such as provided training, an indicator of job autonomy, home-work distance, workload, etc.

9. Limitations

The proposed methodology can, of course, only be used in organizations with a reliable database. Some companies, especially smaller ones, do not have such data. Furthermore, the database might be incomplete or inaccurate. In the prediction of voluntary turnover, it is also
of vital importance that the company explicitly indicates in the database whether the employee leaves voluntarily or involuntarily.

As previously stated, a department manager cannot make decisions solely based on the outcomes of the analysis. Like in every quantitative Human Resource study, it is of vital importance to consider the people behind the data as well.

In the current approach we did not use information outside the company concerning the economic situation and other job possibilities. This is something that can be taken into account for turnover prediction as well.

10. Further research

With the discussed techniques and the availability of a reliable HR database, a computer package can be developed where the determinants for turnover can be kept up to date and thus, can be used by HR managers to more reliably prevent and reduce voluntary turnover.

For big data scientists and HR analytics, further research could be to include more big data variables such as e-mail traffic (e.g. to other colleagues) or weekly performed hours, which can also prove to be important predictors for voluntary turnover (Morrison, 2004).

When examining turnover, one might also consider looking at a similar phenomenon like survival. In turnover analysis, the probability of leaving is estimated, whereas in survival analysis the probability of surviving is estimated (in this context surviving can be interpreted as staying in the company). Survival analysis has been widely used in medical research for predicting survival chances after e.g. treatment or surgery (Hosmer and Lemeshow, 1999). Also, survival analysis has been linked to wastage in the past by Bartholomew et al. (1991). They state that the suitability of the Cox proportional hazards model ought to be investigated empirically in wastage analysis.
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